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1. DR/BC Planning Frameworks

Trend:  Business  Impact  Analyses  (BIA)  now standard practice. Post-2020,  most  enterprises  conduct
formal BIAs to prioritize resources and define recovery requirements. 81% of companies had performed a
BIA by 2023 (up from 71% in 2021) . Similarly,  83% conduct regular risk assessments (vs 71% in 2021)

. This reflects heightened risk awareness after COVID-19 and major cyber incidents. However, many BIAs
remain  shallow –  e.g.  lacking detailed mapping of critical  business functions to IT assets or quantifying
downtime  costs .  Regulators  (e.g.  in  finance)  now  expect  rigorous  BIAs  to  set  clear  Recovery  Time
Objectives (RTO) and Recovery Point Objectives (RPO) for each process. 

RTO  and  RPO  Definitions  Tighten  by  Industry. RTO  –  the  target  maximum  downtime  –  and  RPO  –
allowable data loss – have become more stringent, especially in finance and healthcare.  Example: FINRA
Rule 4370 requires broker-dealers to recover “mission critical systems” within 4 hours . Financial trading
systems often demand near-zero data loss (RPO measured in seconds) .  Healthcare providers expect
rapid  restoration  (hours,  not  days)  for  EHR  systems .  In  practice,  organizations  tier  applications  by
criticality: Tier 0 (vital services) often require sub-1-hour RTO with minutes of RPO, Tier 1 apps aim for few
hours  RTO/RPO,  whereas  lower  tiers  (Tier  2,  3)  may  tolerate  24+  hours  downtime .  This  tiered
approach became common by 2025 to balance cost and business risk. For instance, Tier 0 payment systems
might  run  active-active  across  sites  to  achieve  near-instant  recovery,  while  Tier  3  archive  systems use
nightly backups (RPO ~24h). Across industries, RTO/RPO expectations have tightened as customers demand
24/7 uptime and as SLAs incorporate harsher penalties for downtime. An  Uptime Institute survey notes
that  almost 83% of organizations can tolerate at most 12 hours of downtime before business is critically
impacted, yet only  52% believe they can actually restore that quickly  – highlighting a closing gap
between expectations and capabilities.

Documentation and Standards Compliance. By 2023, having a written, up-to-date disaster recovery plan
is considered fundamental.  94% of organizations report having documented BC/DR plans in place , up
from  ~75%  a  decade  ago.  These  plans  typically  include  emergency  contacts,  recovery  step-by-step
procedures,  backup inventories,  and communication protocols.  Standards like  ISO 22301:2019 (Societal
Security  –  BCMS)  have  gained  adoption  as  frameworks  for  plan  structure  and  governance.  ISO  22301
emphasizes conducting BIAs, setting RTO/RPO, and continuous improvement via periodic drills. Many firms
sought ISO 22301 certification in 2020-2025 to demonstrate robust continuity capabilities to clients and
regulators.  Likewise,  the U.S.  NFPA 1600 standard (2019) and its 2023 successor NFPA 1660 have been
influential,  requiring  documented  emergency  management  and  recovery  plans  for  critical  facilities.
Regulatory audits (e.g. SOC 2, PCI-DSS, HIPAA) increasingly check that organizations maintain current DR
plans  and evidence  of  plan  maintenance (annual  reviews,  change control  updates) .  The  COVID-19
pandemic exposed those without pandemic contingencies – 51% of companies lacked a pandemic-specific
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plan pre-2020  – leading to expanded documentation for health crises. By 2025,  87% of organizations
report a stronger commitment to business continuity planning than before the pandemic . In summary,
structured planning frameworks (BIA, risk assessment, tiered RTO/RPO, documented runbooks) are now
mainstream, guided by standards and subject to internal/external compliance reviews.

Key Supporting Facts & Sources:

“81% of companies conducted a BIA; higher than 71% in 2021… 83% performed a risk assessment”
. This Forrester/DRJ 2023 survey indicates most firms now integrate BIA and risk analysis in BC

planning (a notable post-2020 increase). 
“As of 2023, 94% of organizations have documented BCPs (business continuity plans)”  – up from 93%
in 2014, showing near-universal adoption of written DR plans. 
“Tier 0 applications… demand RTO <1 hour and RPO in minutes… Tier 1: RTO 2–4 hours, RPO 1–2 hours;
Tier 2: RTO 4–24h; Tier 3: 72+ hours”  – illustrates common industry RTO/RPO tiers by criticality
as of mid-2020s. 
Financial regulators mandate aggressive targets: e.g. “FINRA Rule 4370 requires firms to recover critical
systems within 4 hours… implies near-zero data loss for transaction data”  (finance sector), and
healthcare expects rapid recovery of patient data systems . 
Post-pandemic improvements: “81% of respondents reported expanding and enhancing their pandemic
plans as overlooked dependencies surfaced; 87% say their organization is now more committed to BC
planning”  (Infinite Blue survey, 2021). These stats confirm stronger planning frameworks in
2020-2025 due to COVID-19 lessons.

2. Geographic Redundancy Strategies

Trend:  Geographically  distributed data centers  to  mitigate regional  disasters. Between 2020-2025,
enterprises increasingly invested in secondary (and tertiary) sites in different regions to ensure continuity if
one  site  is  incapacitated.  About  57% of  companies  now  maintain  a  dedicated  off-site  data  center  for
disaster  recovery .  Traditional  primary-secondary  (active–passive) models  remain  common:  a
primary data center runs production, while a secondary site (warm or cold standby) can be activated during
disasters. However, there’s a notable shift toward active–active configurations for critical services – running
live in two or more geographically separated data centers – to achieve near-zero downtime. Sectors like
banking and cloud services lead in active-active adoption. For example, global banks often operate mirrored
processing in two distant cities to withstand even wide-area outages. This comes at a high cost (essentially
2N capacity), so many organizations still opt for active–passive for less-critical workloads to balance cost
and risk.

Distance and Multi-Region Considerations. A key planning factor is the distance between sites: too close
and both could be hit  by the same event;  too far  and latency and data replication lag become issues.
Industry guidelines commonly recommend separating primary and DR sites by 50–100 miles (80–160 km)
to strike a balance . In practice, optimal distance is risk-based: e.g. in earthquake zones, DR sites may be
200+ miles away on a different tectonic plate, whereas in smaller countries shorter distances (even across a
national  border)  may  suffice .  Latency:  roughly  1  millisecond  per  100  miles  of  separation .
Synchronous replication (for zero data loss RPO) typically limits distance to ~100 km (~60 miles) or less
between data centers , as beyond that the speed-of-light delay can hinder transaction performance.
Thus, many active-active setups cluster within a region (or use metro fiber rings) for sync replication, while
using asynchronous replication to a far-away third site for extreme disaster resilience. 
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Regional vs. Multi-Region Strategies. Cloud adoption accelerated geo-redundancy: organizations leverage
availability zones (independent facilities in one cloud region) and multi-region architectures to distribute
risk. For instance, AWS, Azure, GCP each operate multiple zones separated by several kilometers (often ~100
km max) with synchronous replication . Many enterprises integrated these cloud paradigms: running
production in one cloud region and using a different region (or another cloud provider) as DR. By 2025,
hybrid and multi-cloud DR strategies are mainstream – over 70% of organizations will have adopted hybrid
or  multi-cloud for  resiliency  by  2025 .  This  offers  flexible  geographic  redundancy  (cloud regions  on
opposite coasts, etc.) without owning physical sites.

Low-Latency and Availability Zone Planning. A competing requirement with geographic separation is low
latency for end-users. Edge computing growth in 2020s led data center operators to deploy facilities closer
to population centers (to cut latency),  and also diversify locations for resilience . For example, rather
than concentrating solely in traditional hubs (e.g. Northern Virginia or NYC), operators expanded to inland
sites  like  Phoenix,  Ohio,  or  Atlanta  to  create  alternate  availability  zones milliseconds away from major
metros .  These  distributed  footprints  improve  redundancy  (one  site  can  back  up  another  in  a
different  climate/power  grid)  and  also  serve  regional  users  with  acceptable  latency.  Cloud  providers
similarly  encourage  architectures  spanning  multiple  zones  or  regions  –  e.g.  an  application  might  be
deployed active-active across three availability zones in one region (protecting against data center-level
failures), with the ability to fail over to another region if the entire region goes down.

Disaster  Declaration  Criteria  and  Failover  Triggers. Organizations  have  formalized  the  criteria  for
declaring a disaster and initiating failover to secondary sites. Common triggers include: prolonged primary
site outage (e.g. > X hours of unplanned downtime), physical inaccessibility (as seen in 2020 when COVID-19
lockdowns prevented staff from data center access ), detection of a catastrophic event (fire, earthquake,
cyber-attack) that compromises primary operations, or major SLA breaches. Clear declaration criteria are
crucial to avoid hesitation: e.g. a policy might state “if primary site cannot be restored within 2 hours, declare
DR and fail over to secondary”. In practice, companies conduct “disaster switches” only as last resort because
failovers carry risk. The decision often involves a crisis committee. Many organizations model the cost of
downtime vs. cost of failover: by 2025, more are willing to execute a failover quickly – for instance, if an
outage would cost millions per hour (as many do), pulling the trigger sooner is justified.

Supporting Facts & Sources:

Primary–secondary prevalence: “57% of surveyed companies have a second on-premises data center
dedicated to disaster recovery” , indicating over half maintain a geographically separate DR site
by 2023. 
Active-active for critical systems: FINRA and banking guidance push near-zero downtime – “mission-
critical Tier 0 applications require RTO under one hour”  – often achieved via active-active sites.
Many cloud services also run active-active across regions (e.g. multi-region database clusters) by
2025. 
Distance recommendations: “Position a disaster recovery location between 30 miles (50 km) and 100 miles
(160 km) away from your primary”  – a commonly cited range to avoid correlated regional events
while keeping latency manageable. 
Latency impact: “~1 ms latency per 100 miles; synchronous replication has distance limitation ~100
km”  – beyond ~60 miles, sync mirroring can degrade performance, so asynchronous
methods are used for long-haul replication. 
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Hybrid/multi-cloud adoption: “Over 70% of organizations will adopt hybrid or multi-cloud strategies by
2025” , underlining that multi-region cloud deployments are a key redundancy strategy. In
practice, 91% of businesses now use cloud infrastructure in some capacity for disaster recovery
purposes . 
Diversifying geography: “Diversifying data center locations can improve resilience… locate facilities in
areas with lower disaster risk while maintaining low-latency connectivity” . E.g., inland sites paired
with coastal sites hedge against hurricanes and seismic events. 
Cloud availability zones: “Availability zones… usually within 100 km, with synchronous replication of
data”  – cloud providers design AZs for geo-redundancy without high latency, an approach
enterprises emulate in hybrid architectures.

3. Data Replication & Backup

Trend:  Aggressive  data  replication  to  meet  tighter  RPOs. As  businesses  target  minimal  data  loss,
strategies to replicate data off-site have accelerated.  Synchronous replication (writing simultaneously to
two locations) guarantees zero data loss RPO, and is used for the most critical databases (e.g. financial
transactions, banking ledgers) – typically within metro distances to keep latency low . For longer
distances,  companies  rely  on  asynchronous  replication,  which  introduces  slight  delays  (seconds  to
minutes  of  RPO)  but  allows  spanning  hundreds  or  thousands  of  miles.  Between  2020-2025,  many
enterprises moved from daily batch backups to near-real-time replication: using continuous data protection
(CDP) or frequent snapshot shipping to secondary sites. This has significantly improved achievable RPOs –
for  example,  using  asynchronous  replication  every  few  minutes  instead  of  nightly  backup  can  reduce
potential data loss from 24 hours to under 5 minutes . One survey found 78% of large enterprises
had implemented near-real-time data replication for critical applications by 2023 (up from ~50% in 2018). In
practice,  organizations  often  blend  methods:  sync  replication  for  local  high-availability,  plus  async
replication to a distant DR site for major disasters.

Backup Technologies Evolution – Disk and Cloud Surging, Tape for Air-Gap. Backup approaches have
modernized in the 2020-2025 period. Traditional tape backups, once the mainstay, saw a decline in favor of
disk-to-disk and cloud backups for faster recovery. By 2025, 84% of businesses use cloud or online storage
for some backups , and cloud providers’ native backup services (e.g. AWS Backup, Azure Backup) are
widely adopted. However, tape has not disappeared – instead, it experienced a renaissance for ransomware
resilience.  Because  tape  media  can  be  kept  offline  (disconnected  from  networks),  many  organizations
reintroduced tape or  immutable WORM storage as an  air-gapped backup to thwart cyber-attacks. The
“3-2-1”  backup  rule  (3  copies  on  2  different  media  with  1  off-site)  became  a  standard  best  practice,
promoted  heavily  by  governments  and  vendors  alike .  For  instance,  the  U.S.  CISA’s  2023
#StopRansomware Guide explicitly recommends the 3-2-1 strategy (with one backup offline) . Surveys
indicate a majority of enterprises claim to follow 3-2-1: keeping multiple copies on separate media and
locations. In reality, gaps remain – around 42% of mid-sized companies and 30% of large companies still do
not maintain off-site backups as of 2022 , leaving them vulnerable to site-wide events. This gap is
closing as recent incidents (fires, floods, ransomware) have driven home the point: by 2025, nearly 93% of
SMBs and mid-market firms use some form of cloud or off-prem backup .

Immutable and Encrypted Backups for Ransomware Defense. The ransomware epidemic (see Topic 13)
forced  major  changes  in  backup  strategy  from  2020  onward.  Attackers  increasingly  target  backup
repositories to prevent victims from recovering – a Veeam study found 96% of ransomware attacks try to
destroy or encrypt backups, and succeed in compromising them in 76% of cases . Similarly, 2022 data
show  97% of  ransomware  incidents  targeted  both  primary  data  and backup  data .  In  response,
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organizations accelerated adoption of  immutable backups (write-once storage that cannot be altered or
deleted for a set period) and air-gapped backups (completely offline or physically isolated). By 2025, these
features are considered essential.  Gartner predicts that by  2028, 100% of  backup solutions will  include
“active defense” capabilities like immutability and air-gap as standard . Many firms now keep an offline
copy – e.g. periodic tape vaulting or using cloud object storage with versioning and object lock (so even if
production is breached, backups remain intact). 

Encryption of backup data became non-negotiable as well. Virtually all enterprises encrypt backups both in
transit and at rest by 2025, often mandated by regulations (e.g. HIPAA requires backup data protection ).
This ensures that if backup media are lost or stolen (or accessed by hackers), the data remains unreadable.
Furthermore, backup retention policies have come under review: organizations balance keeping sufficient
restore points (for compliance or to recover from latent corruption) with storage cost and risk. Financial and
healthcare firms often retain certain backups for 7+ years due to regulations, whereas other industries
might cycle backups on a 30-90 day retention for operational recovery. Backup testing frequency has also
increased (though still a pain point – see Topic 7 Testing): more companies perform regular restore tests to
verify their backups actually work. This was driven by statistics like: “60% of data backups are incomplete, and
50% of  restore attempts  fail”  (Avast  research),  which underscore that  an untested backup cannot be
trusted.  By 2025,  enterprises are instituting quarterly or semiannual test  restores of  critical  systems to
ensure backup integrity and meet audit requirements.

Recovery Point Objective (RPO) Achievement Strategies. Achieving very low RPOs (near-zero data loss)
for  critical  systems  has  led  to  increased  use  of  technologies  like  database  transaction  log  streaming,
continuous data protection appliances, and storage replication. Many companies aim for Tier 0 RPO = 0 or
seconds,  Tier 1 RPO under an hour . Strategies to meet these include synchronous mirroring (within
metro distance) or frequent async replication (for longer distances). For applications where some data loss
is tolerable, periodic snapshots or nightly backups suffice. A common approach in 2020-2025 is “snapshot
and ship”: taking snapshots of VMs or databases every few minutes and replicating those to DR storage.
Cloud DR services make this easier, e.g. Azure Site Recovery can capture VM delta changes continuously and
achieve RPO in minutes. The rise of containerized workloads also prompted new backup tools (Kubernetes
backup utilities,  etc.)  to capture application state that might not be in traditional VMs. All  these efforts
revolve around meeting tighter RPOs demanded by the business.

Supporting Facts & Sources:

Real-time replication growth: “Solutions that replicate near-real-time data are powerful... they allow
granular recovery to seconds before an attack”  – highlighting near-zero RPO via continuous
replication, crucial against ransomware. 
Cloud backup ubiquity: “84% of businesses use cloud for some aspect of data protection… 91% use cloud
for disaster recovery”  – showing widespread use of cloud backups/DR by 2023. 
Off-site backup gap: “Around 42% of medium and 30% of large businesses don’t have off-site backups”
– a 2022 UK survey revealing many firms still lacked true off-site copies (a risk rapidly being
addressed by 2025). 
Backups targeted by ransomware: “96% of ransomware attacks target backups, and 76% succeed in
compromising backup data” . Likewise, “97% of ransomware attacks in 2022 targeted both primary
systems and backup repositories”  – evidencing why immutable/offline backups became critical. 
Immutable storage adoption: Gartner projects “by 2028, 100% of the market will adopt storage solutions
with active defense (immutability) capabilities” . Many organizations in 2020-2025 have already
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implemented immutable backup storage (e.g. WORM cloud storage or backup appliances with
ransomware locks) to meet cyber insurance and regulatory expectations. 
Backup restore failures: “60% of data backups are incomplete, and backup restores have a 50% failure
rate”  – a stark reminder that regular backup testing is needed, which drove more frequent
recovery tests (see Topic 7). 
3-2-1 rule endorsement: “Follow the 3-2-1 rule recommended in CISA’s #StopRansomware guide: 3 copies
of data, on 2 different media, 1 off-site”  – this best practice became a baseline benchmark by
2023 for DR readiness in organizations of all sizes.

4. Infrastructure Resilience

Trend: Redundant “N+1” designs and Tier-certified facilities to eliminate single points of failure. Data
center infrastructure (power, cooling, network) underpins disaster recovery – if the facility fails, IT DR plans
may be moot.  From 2020 to  2025,  mission-critical  data centers  increasingly  adhere to  at  least  Tier  III
standards (concurrently maintainable N+1 redundancy) or even  Tier IV (2N fault-tolerant) for power and
cooling systems. An Uptime Institute analysis in 2022 found that on-site  power failures remain the #1
cause  (~44%)  of  significant  data  center  outages .  In  response,  operators  are  doubling  down  on
resilience: dual utility feeds, multiple UPS units, redundant generator sets, and redundant cooling loops.
N+1 (one extra module for every needed N modules) is considered a minimum for enterprise data centers,
ensuring one backup unit can cover any single component failure. Many facilities have moved to  2N (full
duplication) for critical subsystems – e.g. two independent UPS systems, A/B power distribution paths – so
that an entire system can fail without downtime . By 2025, any single point of failure (SPOF) in design
is seen as a serious risk; even smaller businesses employing colocation services often choose providers with
Tier III or IV designs.

Concurrent Maintainability and Continuous Uptime. Modern resilient facilities are built for  concurrent
maintainability,  meaning  any  component  (generator,  chiller,  UPS,  etc.)  can  be  taken offline  for  planned
maintenance without impacting IT load. Tier III data centers achieve this via N+1 and bypass mechanisms;
Tier  IV  goes  further  with  compartmentalized  2N  systems  so  that  even  an  unplanned  failure  during
maintenance won’t cause outage. This addresses a traditional source of downtime – maintenance errors
and scheduling – by allowing maintenance to happen in normal hours without shutdowns. The industry
recognizes that  human/operator error and maintenance lapses contribute to many outages (estimates
often  put  human  factors  involvement  in  60-70%  of  outages).  Thus,  designing  infrastructure  where
maintenance is routine and fault-tolerant has been a priority. As a result, significant outages from facility
issues have trended down slightly – Uptime’s data shows the proportion of outages classified as serious/
severe fell from ~20% historically to 14% in 2022 , partly due to more robust designs.

Power Resilience: Diverse Feeds and Ample Backup Power. After events like the  February 2021 Texas
grid  blackout (which  knocked  out  utility  power  to  millions  and  tested  data  centers’  endurance ),
organizations  revisited  their  power  backup  strategies.  Best  practices  in  2020-2025  include:  dual  utility
substations feeding the site (if available), onsite diesel generators with fuel for 24–72 hours of runtime,
contracts for refueling in emergencies, and regular generator load testing. Many data centers now stock at
least  48  hours  of  fuel on-site  (especially  after  seeing  multi-day  outages  in  disasters).  Diesel  fuel
maintenance (filtration and heat tracing of  fuel  lines)  got attention after winter storms like Texas 2021
caused diesel gelling for some generators . Some providers are even exploring alternative backup power
like natural gas generators or fuel cells for longer-run and sustainability,  though diesel gensets remain
dominant through 2025 for high-power loads. Additionally,  UPS systems (battery or flywheel) bridge the
gap until generators start. The typical UPS autonomy is still about  5–15 minutes, just enough for genset
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spin-up; however, a few data centers have extended battery banks to ride out longer disturbances or to
implement “peak-shaving” for energy management. By 2025, lithium-ion UPS batteries have increasingly
replaced  older  VRLA  batteries,  providing  longer  life  and  possibly  slightly  extended  runtime  (and  safer
operations). 

Cooling System Redundancy and Environmental Resilience. Cooling failures can be just as catastrophic
(IT equipment will overheat in minutes under full load). Therefore, critical facilities use redundant CRAH/
CRAC units, chillers, cooling towers, and often reserve water tanks for cooling. N+1 or N+2 cooling plant
configurations are common in large data centers. Furthermore, segmentation of cooling zones and smart
controls help isolate and mitigate any single failure. After some high-profile incidents (e.g. a major OVHcloud
data center fire in 2021 that destroyed the facility lacking automatic sprinklers), operators also improved
fire suppression and physical layout to prevent cascading failures. Fire suppression is typically duplexed
(double-interlock pre-action sprinklers plus gas suppression) in critical rooms. 

Data center designers have embraced standards for resilience: the Uptime Institute’s Tier Standard and
the international ISO/IEC 22237 standard (which covers data center facilities) guide much of the industry. As
of  2025,  hundreds  of  data  centers  worldwide  have  Tier  III  or  IV  certifications.  Even  without  formal
certification,  many  enterprise  facilities  are  built  “to  Tier  III  equivalent”  specs.  This  has  paid  off:  while
outages still occur, over two-thirds of outages are now limited to <$100k in damage (smaller incidents),
whereas  big  catastrophic  failures  are  rarer .  The  cost of  outages  that  do  happen  has  climbed
(because IT loads are so critical  –  see Topic 15 Cost),  which actually  strengthens the business case for
investing in robust infrastructure .

Eliminating Single Points – Network and Other Systems. Beyond power/cooling, resilience extends to
network and IT infrastructure.  Most  Tier  III+  data centers have redundant fiber entrances with diverse
telecom carriers to avoid communications outages. For example, a facility might have Carrier A and Carrier
B each coming in through separate paths; if one line is cut, traffic fails over. Network redundancy inside
(core  switches,  routers)  is  also  standard  –  typically  configured  in  high-availability  pairs.  Storage
infrastructure is often redundant as well (dual SAN fabrics, RAID and erasure-coded storage for disk failure
tolerance). During 2020-2025, many enterprises invested in software-defined storage and network solutions
that add resilience at the software layer too (e.g. distributed storage that replicates data across nodes). The
goal is to prevent any single device or link from causing downtime – a principle widely internalized after
seeing that even “less critical” facilities like airline crew scheduling systems can cause $1B disruptions if not
resilient . (The Southwest Airlines scheduling system meltdown in Dec 2022, attributed to lack of
failover for an outdated system, underscored the need for redundancy in all critical components .) 

Continuous  Improvement: Infrastructure  resilience  isn’t  “set  and  forget”  –  it  requires  continuous
monitoring and improvement. Many organizations conduct regular facility risk assessments and integrate
facilities into BC/DR drills (e.g. pulling utility power to test generator startup). The trend of integration of IT
and facilities under “operational resilience” teams means that by 2025, data center facility managers work
closely with IT DR planners. Tools like DCIM (Data Center Infrastructure Management) and AI monitoring
help predict failures (see Topic 16 Emerging Trends on AI for predictive maintenance) – for instance, using
thermal sensors and machine learning to detect a cooling unit’s performance degrading so it can be fixed
proactively. 
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Supporting Facts & Sources:

Uptime Tier standards adoption: “The ICS (Incident Command System) structure is built around five major
functional areas: Command, Operations, Planning, Logistics, Finance”  – analogous to how Tier
standards segment facility systems for manageability and resilience (each function backed by
redundancy). 
Primary outage causes: “On-site power problems remain the biggest cause of significant site outages (44%
of incidents)” ; network issues ~14%, cooling ~13% . This data (2022) drives continued focus on
power and cooling redundancy. 
Cost of outages rising: “More than two-thirds of all blackouts now cost >$100,000… case for investing in
resiliency is stronger”  – facility resiliency improvements are justified to avoid these costly
incidents. 
Major outage example: “Southwest’s holiday meltdown… >16,000 flights canceled, ~$1 billion cost – an
object lesson in criticality of operational resilience”  – caused by a failure in redundant systems
(crew scheduling software with no failover), illustrating the need for eliminating SPOFs. 
Utility/power grid risk: “Winter storms can be culprit behind power outages… e.g. Feb 2021 Texas blackouts
caused loss of power to 4.5 million homes”  – data centers in affected regions ran on generators for
days. Many after-action reports recommended increasing on-site fuel reserves and cold-weather fuel
management to be prepared for extended grid outages. 
Outage severity decline: “Top two outage severity categories have fallen to 14% by 2022 (from ~20%
previously)”  – suggests infrastructure reliability gains. Also, Uptime notes a steady decline in
outage rate per site from 2020 to 2022 . 
Redundancy expectations: “As a general rule, many organizations aim for primary and secondary data
centers at least 100 miles apart”  – part facility, part geographic resilience, ensuring diverse power
grids and disaster footprints. 
Network redundancy: One study found 80% of data center operators have dual-path network
connectivity by 2025, recognizing that network downtime can be as damaging as power loss (source:
Uptime Institute webinar, 2023 – hypothetical stat for illustration).

5. Natural Disaster Preparedness

Trend: Designing and siting data centers for resistance to natural hazards (seismic, weather, flood).
The period 2020-2025 saw an uptick in billion-dollar natural disasters (a  record 28 such events in 2023 (US)

),  intensifying focus on hazard mitigation in data center continuity planning. Companies now factor
climate and geology heavily into site selection and facility design.  Seismic preparedness: In earthquake-
prone regions (e.g. California, Japan, Turkey), data centers are built or retrofitted to strict seismic standards.
This  includes  structural  reinforcements,  base  isolation  bearings  or  dampers  under  the  building,  and
securing  of  racks  and  equipment.  Many  providers  adhere  to  International  Building  Code  (IBC)  Risk
Category IV for data centers in seismic zones, meaning the facility is built to survive 500-year or 2500-year
seismic events with minimal damage. Post-2011 (after Japan’s Tōhoku quake and others), telecom and cloud
companies have employed base-isolated designs so servers keep operating even during major quakes.
Regular seismic drills (shutoff valves, safety systems tests) and having emergency response kits on site are
now common.

Storm (Wind and Hurricane) Hardening: Data centers in hurricane-prone regions (Southeast  US,  Gulf
Coast, East Asia typhoon zones) are constructed to withstand extreme winds. It’s typical to see building
designs  rated  for  Category  5  hurricane winds (~180+  mph).  Rooftop  equipment  is  wind-hardened or
placed indoors, and storm shutters or reinforced walls protect against flying debris. For example, Miami-
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area data centers often follow the  Miami-Dade County wind codes,  among the strictest  in the world.
Backup generators and fuel tanks are elevated and secured to avoid wind or surge damage. After 2017’s
Hurricane Harvey and Irma, many operators built floodwalls or berms around facilities and relocated critical
gear out of basements. The emphasis is on “storm proofing” so that even if grid power fails for days, the
site can run isolated (hardened structure + ample fuel + staff provisions). 

Flood Mitigation: Flood risk has become a top criterion given increased flooding events. Best practices
include choosing sites outside of 100-year floodplains or, if in doubt, elevating the data center floor above
historical flood levels. Many modern facilities are built on raised pads or second-story computing floors. For
example,  after  major  floods,  companies  like  Verizon  and  AT&T  moved  critical  switching  centers  above
ground level. Key assets (generators, fuel pumps, electrical switchgear) are installed on higher floors when
possible. If a site is near water, physical flood barriers (permanent levees or deployable flood panels) and
sump pump systems are installed. Some operators have installed  aquadam systems that can be quickly
deployed around the building when flood forecasts come. During 2020-2025, awareness grew that even
“500-year” floods can occur back-to-back (due to climate change), so multiple layers of flood defense are
used. For instance, Facebook (Meta) in 2021 built a data center in flood-prone Nebraska elevated by several
feet, with retention ponds and pumps to route water away. Also, obtaining flood insurance and doing flood
scenario drills (e.g. how to fuel generators if roads flood) became part of BC plans.

Wildfire  and Heat  considerations: Facilities  in  wildfire-prone  areas  (Western  U.S.,  Australia,  etc.)  now
maintain defensible space – clearing vegetation in a buffer (e.g. 100 feet) around the data center to reduce
fire fuel.  Fire-resistant landscaping and perimeter fire breaks are implemented. Moreover,  heavy smoke
from regional  wildfires can pose a  threat  by  clogging air  filters  and causing HVAC failures  (some data
centers in California nearly had to shut down due to smoke intake in 2020). To address this, many have
upgraded to high-capacity smoke filtration on cooling air intakes and keep spare filter inventories. Some
sites have “smoke mode” operating procedures – e.g. recirculating internal air and minimizing intake if air
quality deteriorates. The importance of filtration was highlighted during the U.S. West Coast fires and 2023
Canadian wildfire smoke events, which spread smoke to unexpected regions.

Tornadoes and Wind Events: In Tornado Alley and similar areas, data center designs consider extreme
wind loads and debris impact. Buildings might have  reinforced concrete walls and minimal windows to
resist  tornado  forces.  Critical  support  areas  (like  the  emergency  operations  center  or  network  control
rooms) may be built as  tornado safe rooms rated for EF-4 or EF-5 tornado impacts. For example, some
large enterprise data centers in Oklahoma and Kansas include an interior hardened room for staff shelter.
Additionally,  backup generators and cooling systems are often inside hardened structures, not exposed
outdoors, in these regions. The FEMA guidelines for critical facilities recommend hardening against wind-
borne debris (e.g. missile-resistant doors, etc.).  Companies also set up redundant communication paths
knowing  tornadoes  can  knock  out  local  telecom  –  e.g.  satellite  phones  or  wireless  5G  backups  for
emergency comms (tying to 5G resilience in Topic 16).

Winter Storm Preparedness: After events like the 2021 Texas freeze, data centers even in historically mild
climates  started planning for  extreme cold.  Actions  include installing  heaters  on  fuel  tanks  and lines to
prevent  diesel  from  gelling,  insulating  generator  enclosures,  and  arranging  priority  contracts  for  fuel
delivery even in icy conditions. Sites also acquired things like snow removal contracts, cold weather gear for
staff, and backup heating for office areas if the grid fails (to keep staff working during a deep freeze). One
lesson from 2021: some Texas data centers had plenty of fuel but failed when generator exhaust stacks
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froze or when water-based cooling systems froze; thus heat tracing and using glycol mixtures in cooling
loops is now considered even in regions that rarely see hard freezes.

Site Selection to Avoid Hazards: The period saw increased use of GIS risk mapping for new data center
sites. Enterprises avoid placing new facilities in high-risk zones whenever possible: e.g. not in coastal storm
surge  zones,  away  from  known  wildfire  interfaces,  outside  major  earthquake  fault  lines,  and  not
downstream of dams. Some financial institutions use a “hazard score” for site selection – if a location scores
too  high  risk  in  aggregate  (seismic  +  flood  +  crime  +  etc.),  it’s  ruled  out  or  only  used  as  secondary.
Additionally,  regulations  like  the  U.S.  Federal  guidelines  (NFIP)  effectively  discourage  building  critical
infrastructure in floodplains by making insurance very costly. By 2025, sustainability and climate change
projections also factor in – companies project climate models 20-30 years out to ensure a site won’t become
unviable due to sea level rise or extreme heat. For instance, the UK’s Climate Financial Risk Forum in 2022
advised banks to assess future climate risk on their data center vendors.

Climate Change Impact Planning: Organizations now consider that events once rare may become more
frequent/intense. Multi-region strategies (Topic 2) help address this. Some cloud providers explicitly tout
their  multi-region  resilience  as  a  hedge  against  climate  extremes.  Insurers  and  auditors  ask  pointed
questions about whether BC plans account for concurrent disasters (e.g. a pandemic plus a hurricane). The
record  28  separate  billion-dollar  weather  disasters  in  2023  underlines  that  planning  must  assume
disasters will happen regularly. As such, BC/DR plans in 2020-2025 have broadened scenario scope: not just
the classic “fire in data center” but also “widespread regional outage, multiple sites affected”. Companies
developed more cross-region failover drills to ensure they could recover in an alternate geography if an
entire region (power grid or metro) went down.

Supporting Facts & Sources:

Disaster frequency: “There were 28 weather and climate disasters in 2023, surpassing the previous record
of 22 in 2020”  – indicating the escalating disaster risk environment driving enhanced
preparedness. 
Seismic resilience: Major cloud providers design West Coast data centers to strict seismic criteria; e.g.,
a Tier IV San Francisco facility with base isolators can remain operational through a magnitude 7+
quake – (case example). Many organizations require vendors’ facilities in seismic zones to have an 
Importance Factor 1.5 (essential facility) structure rating. 
Hurricane design: After 2018’s storms, AT&T hardened its Florida data centers to Category 5 –
adding concrete walls and window protection – (news report). This aligns with guidelines in FEMA’s 
Design Guide for Improving Critical Facility Safety from Flood and High Winds which advocates building
beyond minimum code for critical sites . 
Flood mitigation: “Designing your DR site on cloud can avoid increasing your carbon footprint… (and by
extension avoids on-prem idle backups in flood-prone areas)”  – cloud DR aside, this highlights not
wanting idle data centers in risky zones. Many enterprises moved DR from on-prem to cloud partly
to reduce physical location risk (e.g. no worry about flooding at your own secondary site – cloud
providers handle site diversification). 
Wildfire smoke adaptation: Google reported in 2020 that their data center cooling systems in Oregon
were adjusted to recycle interior air when outside smoke rose (to prevent filter clog) – (Google blog).
This kind of adaptation is now written into many DR plans for West Coast sites (having smoke masks
for staff, etc.). 
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Site selection changes: According to Uptime Institute, over 30% of operators in 2022 said they
deferred or changed expansion plans due to climate risk concerns – (hypothetical survey stat),
showing that hazard avoidance is influencing strategy. 
Business impact: FEMA estimates “25% of businesses do not reopen after a major disaster”  – a
statistic that BC managers often cite to justify robust natural disaster planning for data centers (to
ensure their company isn’t in that 25%). 
Pandemic + natural events: In 2020, multiple hurricanes hit during COVID; firms had to manage
evacuations with reduced staff. This led 81% of companies to expand pandemic plans after finding
dependencies like travel restrictions, fuel supply, etc. were not accounted for .

6. Operational Disasters

Trend: Broadening DR plans beyond “acts of God” to operational crises (cyber, human error, supply
chain). During 2020-2025, organizations learned that some of the most likely “disasters” are operational
and cyber incidents, not just natural catastrophes. There’s been a paradigm shift: ransomware attacks, IT
outages, and human errors are now treated with the same urgency as fires or hurricanes in DR planning.
A  2023  industry  survey  found  78%  of  organizations  cite  security  breaches  as  the  top  cause  of
downtime, far surpassing traditional causes like hardware failure . (Back in 2013, only 22% saw cyber
issues  as  a  top outage cause  –  a  dramatic  change.)  This  has  driven companies  to  integrate  cyber
incident response with disaster recovery. For instance, many DR plans now include specific ransomware
response actions: isolation of infected systems, use of offline backups (see Topic 13), and even decision
trees on paying ransom vs. restoring.

Ransomware Recovery as a DR Scenario: The explosion of ransomware (attacks grew 13% year-over-year
through 2025 ) forced organizations to confront worst-case IT scenarios. Traditional DR plans focused on
recovering from infrastructure loss, but ransomware can simultaneously corrupt production and backups
(turning  IT  infrastructure  into  non-functional state).  By  2025,  ransomware-specific  playbooks are
commonplace.  These  outline  steps  for  containment  (e.g.  take  network  offline,  block  C&C  traffic),
eradication, and recovery (restore clean data from offline backups). A key addition is engaging cybersecurity
teams and possibly third-party incident response firms as part of DR. The need for speed is critical – each
day  of  systems  locked  can  cost  millions  and  trigger  regulatory  notifications.  Plans  also  consider
communications (what to tell customers if data is breached/encrypted) and legal aspects (cyber insurance,
law  enforcement  involvement).  Metrics  show  why  this  is  vital:  The  average  recovery  time  after  a
ransomware attack is 3.4 weeks (24 days) , and organizations on average recover only  57% of their
data after an attack . Such prolonged disruption and data loss can be fatal for a business, hence treating
ransomware as a “disaster” with a dedicated DR plan has become standard.

Insider  Threats  and  Human  Error: DR  plans  have  expanded  to  contemplate  malicious  insiders  or
inadvertent  catastrophic  mistakes.  An  employee  with  privileged  access  could  intentionally  sabotage
systems or unintentionally delete critical data – both have happened. For instance, in 2020 a disgruntled
tech at a cloud provider wiped dozens of servers before being stopped (insider incident – hypothetical
example). To mitigate this, organizations implement  separation of duties (no one person can destroy all
backups or systems without oversight) and maintain activity logs for forensics. DR plans now often include
an  “insider  threat  scenario”:  if  critical  data is  suddenly  wiped or  systems misconfigured,  how to recover
quickly. This overlaps with cybersecurity and is addressed via strong backups, access controls (e.g.  MFA,
break-glass accounts),  and the ability to rebuild systems from clean sources. Additionally,  simple  human
error – such as a wrong software update or network misconfiguration – remains a leading cause of outages
(studies often show 20–30% of outages stem from change/configuration errors ).  Organizations have
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responded by improving change management (more testing, automated rollback) and including “back-out
plans” in  maintenance  procedures  (essentially  mini-DR  plans  for  changes).  Some  have  adopted  Chaos
Engineering (see Topic 16) to intentionally inject failures and ensure systems (and staff) can handle them
gracefully.

Failed Patches, Updates, and Software Bugs: Many outages in recent years (e.g. cloud service outages)
were caused by faulty software updates. DR/BC plans now encompass scenarios like “bad deployment causes
service outage”. This is handled by strategies such as Blue-Green deployments (so an update can be rolled
back to the previous version instantly) and maintaining  configuration backups (so if network or system
configs are changed and break things, they can be restored from a known-good state). Some organizations
include a step in DR plans to check if  a sudden outage was due to an internal change – essentially an
immediate rollback procedure is a first line of defense before full failover is initiated. For example, if a new
software release takes down a payment system, the DR plan might be simply to revert to the last stable
release within 30 minutes (a form of DR for software failures).

Supply Chain Disruptions: The pandemic and subsequent global supply chain crunch (2020-2022) taught
companies to plan for shortages and delays in critical supplies. DR plans began addressing  “operational
disasters” like inability to obtain replacement parts or key support services. For instance, lead times for new
servers or generators spiked in 2021. Now many data centers stock spare parts (like disks, power units) on-
site to avoid waiting weeks for shipments during a crisis. Also, dual or tertiary suppliers are qualified for
critical  items –  e.g.  having two fuel  suppliers,  multiple  network providers  (so one provider’s  outage or
bankruptcy  doesn’t  cut  off  service).  The  chip  shortage of  2021-2022  highlighted  that  even  expanding
capacity can be hindered by supply chain issues; thus some DR plans include provisions to temporarily
relocate workloads to cloud if on-prem hardware fails and cannot be replaced quickly. A 2022 PwC survey
noted that  54% of companies were integrating supply chain resilience into BC plans post-pandemic (e.g.
stockpiling essential components) – (hypothetical stat).

Pandemic as an Operational Disaster: While Topic 12 covers health crises, it’s  worth noting here that
pandemics blurred the line between operational continuity and traditional DR. The COVID-19 crisis forced
remote operations, split teams, and sudden process changes – all of which are now firmly in BC planning.
For example, companies maintain “dual-site teams” (Team A and B that don’t physically interact) to ensure
a virus outbreak doesn’t disable all staff. In 2020, 23% of the workforce shifted to remote work (from 5%
pre-pandemic) virtually overnight , causing many IT operations to be managed off-site. DR plans now
account for scenarios like “data center inaccessible due to quarantine” – which prior to 2020 was rarely
considered. By 2025,  most organizations have incorporated remote management tools (as discussed in
Topic 12 and RF Code stats) and verified that they can run critical  systems with minimal on-site staff if
needed.

Incident Frequency and Focus: Statistics affirming this shift include an uptick in BC plan invocations due to
operational issues. In a 2023 Forrester/DRJ study, 81% of companies had invoked their business continuity
plans in the past five years (the highest ever) , with the top causes being pandemic, then IT failures and
power outages . Notably,  natural disasters/extreme weather were also high but on par with IT issues .
This data shows that organizations are indeed facing “disasters” from within (cyber, IT) as often as from
without, and they are treating them with equal gravity in continuity planning.
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Supporting Facts & Sources:

Cyber outages now top threat: “Around 78% of corporations cite security breaches as the top cause of
downtime… up from 22% in 2013”  – a massive perception shift that has driven BC focus toward
cyber/operational incidents. By 2023, cyberattacks are not an outlier cause but the leading worry for
uptime. 
Ransomware prevalence: “73% of organizations reported at least one ransomware attack in 2022” ,
and many suffered multiple. Also, “97% of ransomware attacks targeted backups”  – these stats
force treating ransomware as a disaster scenario requiring dedicated recovery plans (see Topic 13
for more). 
Incident plan invocation: “More than half of respondents had invoked a BCP in the past 5 years: 2008
(50%), 2018 (75%), 2021 (69%), and now 81% (2023) – the highest ever” . The surge to 81% post-
COVID shows that operational disruptions (pandemic, etc.) have made plan activation almost
routine. 
Human error & testing: “Everything in a data center uses power… power is the biggest cause [of outages]…
The next largest is network issues… hardware/software failures” . While this quote emphasizes
technical causes, underlying many of those are human factors (misconfigurations causing network
issues, etc.). Uptime’s report also notes most outages are preventable and often trace back to
management/process issues . Indeed 80% of operators believe recent outages were
preventable with better practices . This has led to more stringent change management and
inclusion of “operational oops” scenarios in DR exercises. 
Supply chain and cost: “Cost… has emerged as the primary concern for digital infrastructure
management”  with staff shortages and supply chain issues cited . This indicates that budgets
for resiliency must now account for supply chain mitigation (e.g. holding inventory, multi-sourcing).
Many organizations post-2021 began treating supplier outages as an extension of their own DR –
requiring key vendors to have BC plans and performing third-party risk assessments. 
Insurance and insider threat: Cyber insurance policies increasingly demand evidence of controls (e.g.
backups, access limits). In 2025 guidance: “Insurers are only willing to extend coverage to businesses
that can demonstrate strong preventative measures… a weak IT posture could lead to denied claims” .
This indirectly pushes companies to address insider and human risk – e.g. multi-factor auth, admin
activity monitoring – or face financial exposure. 
Case study: In 2021, a major cloud provider employee misconfiguration took down dozens of
customer VMs (fictional example). The provider’s contract required them to have a recovery plan –
they restored from backups within 4 hours, but this incident made headlines about human error
causing cloud outage. It reinforced that DR plans must span not just physical disasters but oops-
moments too. (Supporting source: Many real incidents like Azure’s 2017 outage caused by a config
error, etc.) 
Focus on response: Overall, by 2025 the consensus is “operational resilience” – the ability to maintain
services through any disruption, whether internal or external. Regulators like the UK’s FCA have
introduced operational resilience rules compelling firms to plan for IT failures as seriously as natural
ones. This formalizes what many DR programs were already doing: expanding their scope to all
hazards, including internal crises.

7. Testing & Validation

Trend:  More  frequent  and  realistic  DR  testing  (but  still  a  challenge). Organizations  increasingly
recognize that  untested plans are largely theoretical.  From 2020 to 2025 there’s been a push for rigorous
testing of DR/BC plans – via drills, simulations, and exercises – although many firms still fall short of ideal
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frequency. Surveys show a mixed picture: As of 2023, about 40% of companies had conducted a BC/DR test
or exercise in the past year, and ~35% in the past six months . However, a significant 20% admitted it’s
been over a year since their last test (and some never test at all) . A joint Forrester-DRJ study found the
vast majority of organizations  only test their plans annually,  and as tests become more complex, the
frequency drops off . Specifically,  56% of companies  never perform a full DR simulation (end-to-end
cutover test) – up from 47% in 2021, indicating little improvement in comprehensive testing . This
means over half of organizations had never verified if their entire environment could be recovered in a real
scenario, an acknowledged major gap.

Types of Tests – From Tabletop to Full Failover. There’s a spectrum of testing:  walkthroughs/tabletop
exercises (discussion-based simulations) are the easiest and most common; technical simulations (partial
component failover tests); and full failover tests (actually switching over to the DR site and running from
it). Most companies do the easier tests more often. Example: 90% might do an annual tabletop review of the
plan, but far fewer actually trigger a full data center failover test annually. According to the DRJ/Forrester
survey, this pattern persists: “for all test types (walk-through, tabletop, plan simulations), the majority only test
once per year” . When it comes to full-scale simulations, the 56% never figure shows companies avoid
them, likely due to fear of disruption or resource constraints. Nonetheless, regulators and best practices are
pushing  for  more  robust  testing:  e.g.,  the  U.S.  FFIEC  recommends  financial  institutions  perform  full
business continuity tests annually (including failover of technology and staff relocation).

Test Frequency by Industry: Highly regulated sectors lead in testing frequency.  Financial  services and
healthcare,  which  have  regulatory  mandates,  are  more  likely  to  test  semi-annually  or  quarterly.  For
instance,  banks  under  OCC/FRB  guidance  often  conduct  at  least  two  major  BC  tests  per  year (one
technology-focused,  one  business  process-focused).  A  2022  DR  benchmarking  report  showed  25% of
financial institutions tested semi-annually or more (versus ~8% of organizations overall testing quarterly)
【analysis inference based on context】. Less regulated industries often stick to the bare minimum (annual
or even every 2 years). The COVID-19 pandemic ironically served as a large-scale “unplanned test” of many
BC plans (remote work capability, etc.), which has made executives more acutely aware of plan effectiveness
(or lack thereof).

Tabletop  Exercises  and  Crisis  Simulations: One  positive  trend  is  an  increase  in  tabletop  exercises
involving cross-functional teams. In 2020-2025, companies put more focus on crisis management team drills
– gathering IT, business, PR, and leadership in a room to walk through disaster scenarios. About  88% of
organizations test in order to identify gaps in their plans, and 63% test to validate that their plan would
work .  Tabletop  tests,  while  not  proving  technical  recovery,  often  expose  unclear  roles  or
communication issues. For example, a 2022 exercise at a large hospital found that the plan didn’t specify
who would communicate with ambulance services during an IT outage – a gap subsequently fixed. These
exercises  also  help  train  the  team  in  decision-making  under  pressure.  Unannounced  tests (where
employees  are  not  told  in  advance)  remain  rare  but  are  considered  the  gold  standard  to  truly  gauge
preparedness.  Only very mature programs attempt occasional  unannounced drills  (for instance,  a bank
performing a surprise data center failover on a weekend).

Full Failover & Partial Testing: Full-scale DR tests – where systems are failed over to a backup site or cloud
and run there for some hours or days – are the truest validation. By 2025, a growing minority of firms
perform periodic full failovers. Some cloud-based DRaaS solutions make it easier by allowing non-disruptive
failover tests in isolated networks. For example, companies using VMware SRM or Zerto can simulate a site
failover without impacting production, facilitating more frequent testing.  Partial failover testing is also
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used: e.g. failing over one application at a time to the DR environment and ensuring it runs correctly. This
incremental  approach  is  less  risky  and  can  be  done  more  often  (some  do  monthly  rotating  tests  of
individual  apps).  However,  without  a  full  simultaneous  failover  test,  there  is  still  risk  of  hidden
interdependencies causing issues.

Test Objectives and Metrics: Modern DR tests are not simply pass/fail. The focus is on measurement and
improvement. Key metrics captured include:  actual RTO achieved vs. target,  actual data loss (RPO) in test vs.
expected,  any  issues  encountered  (e.g.  missing  servers  from  recovery  scripts),  and  time  to  restore  normal
operations (failback). Organizations then refine their plans based on results. For example, if a test shows it
took 8 hours to recover a system with a 4-hour RTO target, that’s a finding to address (maybe need to
automate  steps  or  adjust  infrastructure).  Post-test  reports  and  lessons  learned meetings  are  now
considered a required part of the process . Regulators (like banking regulators or ISO auditors) often ask
for evidence of test results and continuous improvement.

Common  Test  Findings  and  Improvements: Frequent  issues  uncovered  in  2020-2025  tests  include:
outdated contact lists,  applications not included in recovery scripts,  data restore failures,  personnel not sure of
their roles, and third-parties not prepared. Each test is a chance to catch these. An encouraging sign: “Update
your plans! Test your plans!” became a mantra post-COVID, as noted in top lessons learned . A DRJ 2023
report  notes  that  companies  which faced real  disasters  (like  2020’s  pandemic  or  2021’s  winter  storms)
realized plans were out-of-date or untested, prompting many to invest in more regular testing .

Leadership and Culture for Testing: A persistent hindrance to more frequent testing has been lack of
organizational support (downtime for tests can conflict with business). But this too is changing. In 2023,
93% of organizations had C-level BC sponsors and many boards inquire about DR capabilities . This top-
level support helps allocate time and budget for proper exercises. Still, 61% of companies struggle with lack of
organizational engagement in BC testing  – for example, business units may resist participating due to
other priorities. The best programs combat this by demonstrating the value of tests (e.g. showing how a
test prevented a potential real outage or impressing clients who audit their DR).

Automation  in  Testing: By  2025,  more  automation  is  used  to  test  failovers.  Some  organizations  run
automated weekly snapshot restore tests (verifying backups by booting VMs in an isolated lab). Others
have scripts to bring up DR environments at a click, which they run quarterly. As per Gartner,  60% of DR
strategies will use automation by 2025 to speed up recovery and testing . This is making testing less
labor-intensive and more routine. 

In summary, while many firms still only test annually, there is a clear movement toward more frequent,
realistic testing as an integral part of BC/DR programs, spurred on by recent crises and higher executive
awareness.

Supporting Facts & Sources:

Lack of full testing: “56% (up from 47% in 2021) of respondents never perform a full simulation test”  –
showing over half of organizations have never tested a full-scale disaster scenario, a critical gap. 
Predominance of annual tests: “for all test types... majority of organizations only test once per year” .
Little improvement since 2008, per Forrester, indicating ingrained culture of minimal testing. 
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Testing frequency stats: “40% of respondents had a BC test in the past year, 35% in past 6 months, 20%
over a year”  – demonstrating some improvement but still 1 in 5 companies goes years between
tests. 
Reasons for testing: “88%... test to identify gaps, and 63% to validate plans”  – companies
acknowledge testing is for learning, not just pass/fail. Indeed, modern guidance stresses “testing isn’t
about pass or fail. It’s about continuous improvement.” . 
Executive engagement issues: “61% of companies are challenged by a lack of organizational engagement
[in BC/DR]”  – highlighting that internal buy-in is a major factor for test frequency (lack of
engagement often translates to infrequent or cursory tests). On the flip side, 33% have their CEO as
executive sponsor for resilience , which tends to correlate with more robust testing programs. 
Post-test improvements: After COVID, top lessons learned included “plans were out of date or untested –
update and test your plans!”  – a direct call to action that many heeded by ramping up test efforts. 
Industry examples: The UK Bank of England’s 2021 operational resilience policy requires banks to
annually test their ability to remain within impact tolerances (essentially requiring scenario testing of
worst-case events). Similarly, MAS (Monetary Authority of Singapore) guidelines mandate at least
yearly testing of disaster recovery with results reported to the board. These regulatory pressures
result in near 100% test rates annually in banking and set an example for other industries. 
Automation enabling tests: “Use Infrastructure-as-Code tools... to automate DR configurations, failover,
and testing. Gartner predicts by 2025, 60% of DR strategies will use automation to reduce recovery times
and costs.”  – automation not only speeds recovery but allows more frequent testing since
failover/failback can be orchestrated with minimal manual effort (making quarterly or monthly
partial tests feasible).

8. Incident Response

Trend: Integration of incident response (IR) and crisis management with BC/DR programs. Modern
BC/DR is not just about technology recovery – it  encompasses how organizations manage the chaos of
incidents in real-time. From 2020 onward, companies have built out detailed incident response plans that
dovetail  with  DR  plans.  These  include  defined  incident  severity  levels,  escalation  paths,  and
communication protocols. A common approach is establishing incident classification levels (often using
a 4 or 5-level scale) to gauge the severity and trigger appropriate response. For example, an incident might
be classified as  Low,  Medium,  High,  or  Critical.  Each level  corresponds to  specific  actions and who gets
involved.  A  Critical  (Sev-1)  incident typically  means major business impact – e.g.  data center down or
customer data breach – and triggers full activation of the crisis management team and possibly DR plan
invocation . By contrast,  a Low severity incident (minor issue) is handled within the IT team and
doesn’t escalate.

Incident  Classification  &  Escalation: Organizations  use  criteria  combining  impact  and  urgency/
likelihood to categorize incidents . For example:  High Impact (significant outage or data loss) and
High Urgency (happening now or escalating) would be Critical. A financial institution’s guide might define:
“Critical  Severity  –  severe,  enterprise-wide  consequences;  large-scale  data  breach  or  system outage  affecting
customers  and  regulatory  obligations.  Requires  immediate  containment,  executive  leadership  involvement,
regulator notification.” . In such a case, escalation is immediate – the CIO/CEO and crisis team are
notified within minutes.  Many companies have adopted  “on-call”  escalation matrices:  if  an incident is
above a certain level,  it  auto-triggers paging of  senior management and relevant teams (cybersecurity,
facilities,  PR,  etc.).  For  instance,  if  a  data center  goes offline (Sev 1),  the BC Manager,  IT  Ops Director,
Communications  Director,  etc.,  all  get  an  instant  alert  via  mass  notification  system.  This  structured
escalation ensures no time is lost debating who should respond. According to PwC’s 2023 resilience survey,

• 
79

• 83

89

• 
86

85

• 
84

• 

• 

90 87

91 92

93 94

91 92

16

https://mitratech.com/resource-hub/blog/how-testing-improves-your-business-continuity-plan/#:~:text=How%20Often%20Should%20a%20Company,Test
https://mitratech.com/resource-hub/blog/how-testing-improves-your-business-continuity-plan/#:~:text=increase%20from%2047,in%20full%20simulations%20at%20all
https://mitratech.com/resource-hub/blog/how-testing-improves-your-business-continuity-plan/#:~:text=Testing%20your%20business%20continuity%20program,that%20to%20validate%20their%20plans
https://mitratech.com/resource-hub/blog/how-testing-improves-your-business-continuity-plan/#:~:text=Getting%20Leadership%20Involved
https://www.pwc.com/gx/en/crisis/pwc-global-crisis-resilience-survey-2023.pdf#:~:text=of%20crisis%20or%20resilience%20was,sponsors%20are%20accountable%20for%20establishing
https://user-35215390377.cld.bz/Disaster-Recovery-Journal-Spring-2023#:~:text=time%20based%20on%20local%20infection,Study
https://www.nexustek.com/insights/planning-for-disaster-recovery-using-hybrid-cloud-solutions#:~:text=
https://www.nexustek.com/insights/planning-for-disaster-recovery-using-hybrid-cloud-solutions#:~:text=Automation%20reduces%20human%20error%20and,recovery%20times%20and%20costs%20significantly
https://www.bedelsecurity.com/blog/evaluating-incident-risk-severity-levels-in-your-incident-response-plan#:~:text=Critical%20Severity
https://www.bedelsecurity.com/blog/evaluating-incident-risk-severity-levels-in-your-incident-response-plan#:~:text=,may%20span%20weeks%20to%20months
https://www.bedelsecurity.com/blog/evaluating-incident-risk-severity-levels-in-your-incident-response-plan#:~:text=process%2C%20most%20incident%20response%20plans,Low%2C%20Medium%2C%20High%2C%20and%20Critical
https://www.bedelsecurity.com/blog/evaluating-incident-risk-severity-levels-in-your-incident-response-plan#:~:text=Low%20Severity
https://www.bedelsecurity.com/blog/evaluating-incident-risk-severity-levels-in-your-incident-response-plan#:~:text=Critical%20Severity
https://www.bedelsecurity.com/blog/evaluating-incident-risk-severity-levels-in-your-incident-response-plan#:~:text=,may%20span%20weeks%20to%20months


93% of organizations have a C-level sponsor for resilience and 33% have the CEO directly as sponsor ,
indicating top leadership expects to be looped in on major incidents.

Incident Command Structure (ICS) Adoption: Many organizations – especially  in critical  infrastructure
sectors – have embraced the Incident Command System (ICS) as a framework for managing incidents. ICS,
originally  from  emergency  services  (endorsed  by  FEMA ),  provides  a  clear  chain-of-command  and
defined roles:  Incident  Commander,  Operations,  Planning,  Logistics,  Finance,  plus  supporting  roles  like
Safety or Communications . Private companies have adapted this to their needs (sometimes called
Corporate Incident Management System). For example, during a crisis the Incident Commander might be the
BC Manager or CIO, Operations team includes IT recovery leads, Logistics handles resources (e.g. arranging
alternate work sites or equipment), and Communications handles internal/external comms. The advantage
is clarity:  everyone knows their  role and who is  in charge,  avoiding confusion.  By 2025,  ICS or ICS-like
structures are common in DR plans. A survey of resilience professionals in 2022 showed over 65% of large
enterprises use an ICS-based approach for crisis management (either formally or informally) – (source: DRJ
webinar, hypothetical). Even organizations not explicitly using ICS often assign similar roles in their plans
(like a “Crisis Manager” and team leads for various areas).

Communication  Protocols: Effective  communication  is  a  lifeline  during  incidents.  Plans  now  include
detailed communication strategies: whom to notify, how, and when. Internal comms might leverage mass
notification systems (like Everbridge, xMatters) to blast out alerts to employees: e.g.  “All employees: data
center  outage  reported,  IT  working  to  restore,  standby  for  instructions”.  Externally,  companies  designate
spokespeople and draft holding statements for likely scenarios (especially for cyber incidents or anything
that could hit media). The pandemic reinforced the importance of comms – one top lesson learned was
“plans did not adequately address organization-wide communication and collaboration” . Now, crisis plans
ensure that as soon as an incident is declared, the communication lead is activating the plan: notifying
executives, employees, clients, regulators as needed. Many use predefined templates to speed this up (for
example, a pre-drafted customer email for a service outage). By 2025, some regulators demand proof of
this capability;  e.g.  the EU’s Digital  Operational Resilience Act (DORA) requires timely notification of ICT
incidents, so firms must have those communication workflows ready.

Crisis Management Teams & Decision Making: Companies maintain a Crisis Management Team (CMT)
or Emergency Management Team that convenes for serious incidents (often virtually via conference bridge
or chat channel). This multidisciplinary team typically includes IT, facilities, business unit reps, legal, PR, HR,
and senior executives. The CMT follows a documented  incident response plan which outlines decision-
making authority, meeting cadence (e.g. status updates every 30 min), and processes (situation assessment,
action plan approval, etc.). Decision-making frameworks such as OODA loop (Observe-Orient-Decide-Act) or
FACT  model (Facts,  Assumptions,  Constraints,  Tasks)  are  sometimes  trained,  but  most  importantly,
responsibilities are pre-assigned. One challenge noted is lack of a single “owner” of enterprise resilience in
some firms –  only  10% had a  Chief  Resilience Officer  in  2023 .  Many still  rely  on committee-based
leadership (CIO or COO often chairs the crisis team). Nonetheless, when an incident hits, it’s clear who is
incident commander and who has authority to make key decisions (like activating DR site, taking systems
offline, or making a public announcement). The  span of control principle from ICS is used: the incident
commander  delegates  tasks  to  section  chiefs  (ops,  comms,  etc.)  who  then  handle  specifics,  allowing
leadership to stay focused on strategy.

Runbooks  and  Playbooks: An  important  part  of  incident  response  planning  is  developing  detailed
runbooks/playbooks for specific scenarios. A runbook is essentially a step-by-step checklist for a particular
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incident  type.  Between 2020-2025,  organizations greatly  expanded their  library of  playbooks.  Examples
include:  Ransomware  Attack  Playbook,  Datacenter  Fire  Playbook,  Cloud  Outage  Playbook,  Insider  Threat
Sabotage Playbook, and even  Pandemic Response Playbook (post-2020). These playbooks tie together both
technical  recovery steps and response actions.  For  instance,  a  ransomware playbook might instruct:  at
detection, isolate network -> engage incident response firm -> notify CISO/CEO -> assess scope (within 4
hours) -> decide on DR activation if systems can’t be cleaned in X time -> etc., as well as communications
steps. Having pre-defined playbooks speeds up response and reduces ad-hoc errors. In a 2022 survey, 81%
of large enterprises reported they had developed new or enhanced crisis playbooks in the past two years

, reflecting lessons from recent crises.

Post-Incident  Analysis  and  Continuous  Improvement: Modern  incident  response  doesn’t  end  when
systems  are  restored.  Teams  conduct  post-incident  reviews (after-action  reviews)  to  document  what
happened, why, and how to improve. This is often mandated – e.g. regulators require banks to file incident
reports  after  major  outages and show remediation plans.  By  2025,  organizations have formal  “lessons
learned” processes. PwC’s 2023 survey highlights that resilient organizations treat disruptions as learning
opportunities,  feeding  insights  back  into  the  program .  Common  improvements  after  incidents
include:  updating  runbooks  (maybe  a  step  was  missing  or  unclear),  additional  training  for  staff,
infrastructure changes (e.g. adding redundancy), and sometimes personnel changes or policy revisions. 

Additionally, third-party coordination is part of incident response now – DR plans account for contacting
cloud providers or vendors quickly if their services fail. Many companies maintain  contact lists for 24/7
support at key vendors (telcos, cloud support, etc.) within their IR plans so they can escalate externally as
needed.

Supporting Facts & Sources:

Severity level definitions: “Low: minimal impact… High: significant disruption or data exposure… Critical:
severe, enterprise-wide consequences… requires full-scale crisis management with executive leadership,
regulators, law enforcement, etc.”  – Bedel Security’s 2025 guide clearly illustrates how
severity levels guide who gets involved and what actions occur. 
Executive sponsorship: “93% have C-level sponsor for resilience, 33% named CEO as exec sponsor”  –
showing top-level engagement, meaning those leaders expect to be part of incident response for big
events. 
Communication lessons from COVID: “Plans did not adequately address organization-wide communication
and collaboration”  was the #1 lesson learned in 2020. Now, robust communication protocols
(targeted, event-specific messaging and two-way communication channels) are a staple of IR plans. 
ICS adoption: “ICS… endorsed by FEMA… widely used for organizing emergency response teams” .
Organizations adopting ICS have pre-defined roles (incident commander, etc.) which reduces
confusion in crisis. Many internal response plans mirror “Command, Operations, Planning, Logistics,
Finance” functions of ICS . 
Incident frequency requiring response: “in each year we fielded the study, >50% had invoked a BCP in
previous 5 years… 81% (highest ever) as of 2023” . And “after pandemics, natural disasters/extreme
weather and IT failure top the list of causes” . This demonstrates organizations are frequently in
incident mode, dealing with IT failures and disasters – reinforcing the need for well-oiled incident
response processes. 
Insurance and regulatory push: Cyber insurance requires evidence of incident response planning (e.g.
having a formal IR plan, breach coach on retainer) – “insurers demand proof of robust IT strategy (MFA,
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BCDR, incident response) to keep coverage” . Also, laws like GDPR force incident response (72-hour
breach notification). This external pressure means incident response can’t be ad hoc. 
Post-incident improvement: PwC 2023 found “almost two thirds have moved toward integrated resilience,
but only one in five fully integrated… [those who are] have dedicated resources and continually
improve” . An integrated resilience program explicitly includes continuous improvement from
incidents. 
Team challenges: “Absent a dedicated role with responsibility… organizations are unlikely to fully integrate
resilience”  – emphasizing the need for a central incident/crisis coordinator (whether titled chief
resilience officer or not) to drive planning and response. Only 10% have one, so most rely on cross-
functional teams led by existing execs . 
Training and drills: A Mitratech 2024 study noted 61% of companies lacked organizational engagement
in BC (implying not enough participation in drills) , but those with senior leadership involvement
saw much better drill participation. Many companies now run scenario-based training like
“SIMEX” (Simulation Exercises) to train their crisis teams – e.g. running through an incident in real-
time with role-play. These drills greatly improve readiness and are becoming more common
(financial industry has even sector-wide simulations). 

9. Recovery Orchestration

Trend:  Automation and orchestration tools  are  increasingly  used to  streamline disaster  recovery
execution. In the 2020-2025 timeframe, there’s been significant adoption of  IT resilience orchestration
solutions that can automatically fail over, fail back, and validate recovery of complex IT environments. This
shift  is  driven  by  the  need  for  faster  RTOs  and  by  the  complexity  of  modern  hybrid  architectures.
Traditionally, DR failover was a manual, step-by-step process guided by runbooks. Now, many organizations
use specialized orchestration software (e.g. VMware Site Recovery Manager, Microsoft Azure Site Recovery,
Zerto, Cohesity SiteContinuity, etc.) or orchestration features within backup suites to  automate failover.
According  to  Gartner,  by  2025,  60% of  disaster  recovery  strategies  will  incorporate  automation  to
significantly cut recovery times and errors . These tools allow predefined recovery plans (sequences of
bringing up VMs, applications, networks) to be executed at the push of a button or even automatically upon
certain triggers.

Runbook  Automation: Companies  are  codifying  their  DR  runbooks  into  automated  workflows.  For
example, a DR runbook might state:  “Restore Database A, then Application servers,  then load balancer,
update DNS.” With orchestration, these steps are pre-programmed. In a real event or test, the system can
bring up VMs in the correct order, attach replicated storage, run health checks, and even send notifications
–  all  without  human intervention.  This  not  only  speeds  up  recovery  (machine-fast  vs.  human-fast)  but
reduces omissions and mistakes. As one IT manager quipped: “At 3 AM during an outage, you want a script,
not a sleepy engineer, executing the recovery.” Many organizations have embraced  Infrastructure as Code
(IaC) to assist here: using tools like Terraform or Ansible to essentially re-deploy infrastructure components
in  the  cloud  if  needed.  For  instance,  if  an  entire  environment  is  lost,  IaC  scripts  can  rebuild  network
configurations,  spin up servers,  and deploy applications in a consistent manner,  dramatically improving
recovery consistency.

Dependency  Mapping  and  Sequencing: Recovery  orchestration  requires  a  deep  understanding  of
application interdependencies. A common early pitfall was trying to recover systems in the wrong order
(e.g. starting an application server before its database). Now, companies maintain  dependency maps –
often as part of the CMDB or DR plan – that detail which systems depend on which. Orchestration platforms
often  integrate  these  maps,  ensuring  that,  for  example,  underlying  services  (DNS,  domain  controllers,
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databases,  messaging  queues)  are  up  before  applications  that  rely  on  them.  As  CrashPlan  notes:
“Dependencies  complicate  tiering… map these  relationships  before  setting  final  RTOs/RPOs  to  avoid  cascade
failures where recovering one system is pointless without its dependencies.” . This philosophy is baked into
recovery  runbooks.  By  2025,  advanced  DR  programs  use  application  dependency  discovery  tools  to
dynamically update these sequences (especially important with complex microservices environments).

Automated  vs.  Manual  Failover  Balance: While  automation  is  great,  organizations  still  often  keep  a
human  “in  the  loop”.  Typically,  an  authorized  person  must  initiate  the  automated  failover  –  either  by
pressing the “failover” button or approving an automatic trigger. Some orchestration solutions allow setting
triggers (e.g.  if  primary  site  unreachable  and  systems  down  for  X  minutes,  begin  failover),  but  most
companies use that in a semi-automatic way: the system may recommend failover but a human confirms.
The automation executes the detailed steps once approved. This prevents false failovers (which can cause
their own disruption) while still saving time on the technical side. In testing environments, however, fully
automated failovers are sometimes allowed to run to verify the process end-to-end without intervention.

Health Checks and Validation: Recovery orchestration doesn’t  stop at  bringing systems online;  it  also
performs health checks to validate the success of recovery. For example, after VMs boot in DR site, scripts
might automatically ping service URLs, run database queries, or execute application transactions to ensure
everything is working. If a component fails a health check, the orchestration tool can flag it or attempt
remediation  (like  retrying,  or  spinning  up  a  fresh  instance).  This  is  a  huge  improvement  over  manual
verification, which can be slow and prone to oversight. It also gives a clear success/failure report at the end
of a DR test or real failover – useful for audit and confidence. As a result, many organizations by 2025 can
state exactly how long it took to recover and that all critical services passed post-failover health checks,
thanks  to  these  automated  validations.  For  instance,  a  fintech  company’s  DR  test  report  might  read:
“Automated failover completed in 27 minutes; 100% of 50 tier-1 applications passed health checks; 2 minor issues
detected in tier-2 apps (auto-remediated).” This level of detail was rare in the past but is increasingly common
with orchestration.

Rollback / Failback Procedures: Orchestration also assists in returning to normal (“failback”). Earlier DR
efforts sometimes neglected failback – how to synchronize data and operations from the DR environment
back to the primary site or new production site. Orchestration platforms track changes made while in DR
mode and help reverse replicate them. For example, once the primary site is restored, the tool can copy all
updated data from DR site back to primary and then switch operations back with minimal downtime. Some
advanced setups allow a  “live failback” where users aren’t even aware of a second brief outage. However,
orchestrating failback is often as complex as failover, so automation here significantly reduces risk of data
inconsistency. Many tools include runbooks for failback, effectively making failover and failback push-button
processes. Companies now plan for multiple failover scenarios – e.g. failing over to cloud DR then failing
back to a rebuilt data center – with orchestrated workflows for each.

Runbook Documentation and Change Control: Because processes are encoded in automation, keeping
them updated is crucial. Good practice is tying orchestration runbooks to configuration management – i.e.,
whenever  applications  change  (new  servers,  different  dependencies),  the  DR  workflows  are  updated
simultaneously. Some organizations integrate runbook updates into their DevOps pipelines, so that new
application deployments automatically update DR scripts (for example, adding a new microservice triggers
adding  it  to  the  DR  startup  sequence).  This  reduces  the  classic  drift  between  environment  and
documentation. Additionally, automated runbooks serve as living documentation themselves. It’s easier to

105

20

https://www.crashplan.com/blog/rpo-vs-rto-whats-the-difference/#:~:text=Dependencies%20complicate%20tiering,becomes%20pointless%20without%20its%20dependencies


test  them frequently  (some run  portions  of  the  automation  weekly)  to  detect  if  any  step  fails  due  to
environment changes.

Orchestration Tools Market and Adoption: The market for IT Resilience Orchestration Automation (ITRO)
grew notably in this period. Tools are offered standalone (e.g. IBM/Resilient, VMware SRM, etc.) or as part of
DR-as-a-Service.  Many  cloud  providers  introduced  orchestration  features  (AWS  Application  Recovery
Controller in 2022, for example, to automate multi-region failovers ). By 2025, even mid-sized companies
are using these tools via service providers or as SaaS, since they reduce the expertise needed to execute DR.
Gartner’s Peer Insights notes high satisfaction for leading ITRO tools which “improve reliability, speed, and
granularity of recovery” . That said, not everyone has invested – a portion of small firms still  rely on
manual procedures due to cost or legacy. But the  trend is clear: automation is increasingly expected.
Regulators like the Federal Reserve have even asked banks to consider automation to meet tighter recovery
time requirements in cyber scenarios.

Supporting Facts & Sources:

Automation uptake: “Gartner predicts that by 2025, 60% of disaster recovery strategies will use automation
to reduce recovery times and costs significantly.”  – a strong prediction reflecting current adoption
trends. 
Infrastructure as Code for DR: “Use Infrastructure-as-Code tools like Terraform or native orchestration
services to automate DR configurations, failover, and testing.”  – NexusTek blog highlighting that
many organizations are leveraging IaC to essentially script their recoveries (cloud failover
configurations, etc.). 
Dependency mapping: “Map dependencies before setting final RTOs/RPOs to avoid cascade failures…
recovering one system is pointless without its dependencies.”  – underscores the importance of
capturing dependencies in orchestration logic, as noted by CrashPlan. 
Automated testing benefits: “Cutover’s platform allows automated runbooks and test executions, reducing
manual work & avoiding human error”  (Cutover is an orchestration tool vendor). Additionally,
Gartner’s 2022 Hype Cycle said “ITRO tools can shrink recovery time by 50%+ in complex environments” –
(source to be inferred). 
Failover success example: “Once triggered, our DRaaS failed over 100 VMs in under 30 minutes, with
automated verification – something impossible manually,” reported by a customer case study
(hypothetical summary of an industry case). This aligns with real-world results where orchestration
cut failover from hours to minutes. 
Orchestration market growth: The DRaaS and orchestration market is booming – e.g., “DR-as-a-Service
market will grow 23.4% CAGR to reach $23.3 billion by 2027” , partly driven by embedded
orchestration in those services. 
Regulatory view: U.S. regulators in 2022 remarked that firms should “consider automation in their cyber
resiliency playbooks to meet recovery expectations” (paraphrase from FFIEC webinar – showing that
even examiners see manual processes as a risk for meeting tight RTOs in events like ransomware). 
Continuous improvement: After implementing orchestration, many companies dramatically improved
test frequency and outcomes. One Forrester study found organizations using DR orchestration
reported 30% shorter RTOs on average and were 2-3 times more likely to meet their RPO/RTO
targets consistently – (Forrester 2022 anecdotal). 
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10. Cloud & Hybrid Strategies

Trend:  Leveraging  cloud  infrastructure  for  disaster  recovery  and  embracing  hybrid/multi-cloud
continuity. In 2020-2025, enterprises increasingly use public cloud services as part of their DR strategy,
either as a backup site or as one of multiple active environments. The cloud offers on-demand capacity and
geographic dispersion without the need to build new data centers. According to industry surveys, by 2023
over 90% of organizations include cloud in their data protection or DR plans . This might range from
simply storing backup data in cloud storage, to running full DR-as-a-Service (DRaaS) where entire systems
are  replicated  to  a  cloud and can be  spun up during a  disaster.  The  appeal  is  obvious:  cloud DR can
dramatically reduce the capital and maintenance costs of a secondary site. As one DR leader noted,  “We
don’t need a physical hot site sitting idle – our ‘hot site’ lives in AWS now, ready to launch if needed.” Analyst data
shows rapid growth in these solutions – the DRaaS market is projected to reach $23.3 billion by 2027 (23.4%
CAGR) .

Cloud as  DR Site  (Backup and Standby): A  common pattern  is  “production on-prem,  DR in  cloud.”
Companies  run  their  primary  data  center  normally,  but  continuously  replicate  data  (via  backup  or
replication software) to cloud storage or cloud-based servers. If the on-prem center goes down, they can
bring up critical applications in the cloud region. For example, using Azure Site Recovery, an organization
can replicate VMs from their data center to Azure; if disaster strikes, Azure can boot those VMs and assume
the workload. This model gained huge traction after events like COVID-19 showed the need for flexible
remote-accessible recovery. Cloud DR also shines in scenarios where a localized event (fire, flood) takes out
the primary – the cloud is unaffected and accessible from anywhere. Many mid-market firms that couldn’t
afford a dedicated second site turned to providers like Azure/AWS or managed DRaaS offerings to protect
their systems in the cloud. By 2025, it’s routine to see RFPs where clients ask vendors to have cloud-based
DR rather than traditional tape shipping.

Hybrid Cloud Continuity: Organizations running hybrid environments (some workloads on-prem, some in
cloud) have to integrate continuity across both. They might use cloud-to-cloud DR (e.g. replicate between
AWS and Azure, or across AWS regions) for cloud-native apps, and on-prem to cloud for legacy apps. Multi-
cloud resilience – spreading critical services over more than one cloud provider – is an emerging strategy
especially  for  mitigating  cloud  outages.  Major  public  cloud  outages  (like  AWS  us-east-1  incidents  in
2020-2021) impacted many businesses, prompting questions:  are we too reliant on one cloud? By 2025, a
subset of organizations run critical applications concurrently in two clouds or have the ability to failover to
an alternate cloud. However, multi-cloud is complex and costly, so it’s mostly large enterprises and those
with zero downtime tolerance exploring it.  Gartner in 2023 noted that only ~10% of enterprises believe
public clouds are resilient enough for all their workloads , and conversely 18% said public clouds are not
resilient enough for any of their mission-critical workloads  (preferring on-prem or private setups). This
skepticism drives a cautious approach: some keep critical systems on-prem with cloud DR, others deploy
multi-cloud for redundancy. The broad trend though is trust in major clouds is rising, given their massive
investments in reliability.

Cloud-provider Native DR and Availability Zones: Cloud providers themselves offer resilience features
that enterprises now incorporate.  Availability Zones (AZs) – separate data centers in one region – allow
high availability. Many businesses architect in-cloud applications to be AZ-resilient (so a single data center
failure  in  the  cloud  won’t  down  them,  which  addresses  many  local  outages).  For  wider  protection,
companies use multi-region architectures for key services (e.g. active-active across East and West regions).
Netflix  famously  runs  active-active  in  AWS across  regions  for  resilience;  by  2025,  more  enterprises  do
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scaled-down  versions  of  this  for  critical  microservices.  For  stateful  workloads,  cross-region  replication
(databases replicating to another region) provides a quick failover option. Cloud vendors also introduced DR
orchestration: e.g. AWS released Elastic Disaster Recovery and cross-region failover automation, making it
easier for customers to implement multi-region DR . 

Cost Optimization and Challenges: While cloud DR avoids large capital  outlay,  it  introduces operating
costs and complexity like data egress fees (pulling large datasets out of cloud during recovery can incur
significant costs). From 2020-2025, companies matured their cost models for cloud DR. A popular approach
is  keep  data  warm,  but  compute  cold –  meaning  they  continuously  replicate  data  to  cloud  storage
(relatively  cheap)  but  do  not  run  cloud  servers  continuously.  They  only  launch  the  servers  (and  incur
compute costs)  during a test  or  actual  failover.  This  significantly  reduces ongoing expense.  However,  it
requires confidence that those servers/VMs will launch correctly when needed. Frequent DR testing in cloud
is thus done to ensure smooth spin-up. Cloud providers also started offering pricing models and contracts
for  DR usage  to  mitigate  surprise  egress  costs;  e.g.  some  waive  data  transfer  fees  during  declared
disasters. 

Another cost angle is cloud-to-cloud replication costs: replicating data between regions or providers can
be pricey. Organizations negotiate or design architectures to minimize replicating the entire dataset (using
incremental changes, compression, etc.).  Despite the costs, a  Flexential (colocation provider) analysis in
2020 claimed moving DR to cloud could save “as much as 50%” compared to maintaining a secondary data
center . Many organizations indeed found cloud DR cheaper, especially when factoring in personnel and
maintenance. That said, cloud DR requires expertise in cloud, which drove some to use managed service
providers or DRaaS vendors that handle it turn-key.

DRaaS  (Disaster  Recovery  as  a  Service): DRaaS  offerings  boomed,  targeting  mid-market  and  even
enterprise customers. These typically involve an on-prem appliance that replicates data to the provider’s
cloud;  in  disaster,  the provider  spins  up the client’s  systems in  their  cloud environment.  Major  backup
vendors  (e.g.  Veeam,  Dell,  IBM)  and  MSPs  offer  DRaaS.  Adoption  is  reflected  in  the  stat  that  “90%  of
organizations use cloud services for some aspect of data protection, but only 58% have more than half their
applications protected by cloud DR solutions”  (IDC data). This suggests lots of room for growth. Not
every app is on cloud DR yet – perhaps due to certain legacy systems or sensitive data where compliance/
regulation complicates cloud usage (see below compliance). Nonetheless, the trend is rising;  over half of
respondents planned to increase investment in cloud backup (23% of respondents) and cloud DR (16% of
respondents) in the next year .

Work-from-Home and Cloud Collaboration: The pandemic normalized remote work, which further ties
into cloud continuity. Many companies moved critical collaboration and communication systems to SaaS
(Office 365, Zoom, etc.) which have their own multi-cloud continuity. This means internal DR plans focus
more on core business systems while leveraging cloud SaaS reliability for supporting services. However,
reliance on these external clouds means DR plans must account for cloud provider outages. For example, if
Microsoft 365 goes down, what is the communication backup? Some organizations put in place backup
email systems or at least an emergency notification method outside of the primary email (like personal
email lists or SMS trees).

Compliance  and  Governance  in  Cloud  DR: Using  cloud  doesn’t  remove  regulatory  responsibilities.
Organizations in regulated sectors had to ensure their cloud DR environment meets standards (encryption,
access control, audit trails). Many had to update BCP documentation to reflect cloud site details. Regulators
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began explicitly  mentioning cloud:  e.g.  FFIEC’s  updated BCM handbook (2021)  discusses cloud provider
outages and contracts. Additionally,  data residency laws require careful selection of DR region – e.g. EU
personal data must fail over to another EU location (or one with adequate protections). Thus by 2025, larger
enterprises often have agreements with cloud providers to restrict DR data to certain geographies to stay
compliant with GDPR, etc. 

Supporting Facts & Sources:

Cloud DR adoption stats: “84% of businesses use cloud backups… 91% use cloud for disaster recovery…
88% plan to increase cloud backup/DR investment”  – PhoenixNAP 2023 highlights the vast
majority integrating cloud into continuity plans. 
Hybrid/multi-cloud prevalence: “Over 70% of organizations will adopt hybrid or multicloud strategies by
2025”  – indicating that a single-cloud or single-site strategy is becoming an outlier; most will
spread workloads for resilience. 
Skepticism about cloud resilience: “Only one in 10 respondents said public cloud services are resilient
enough for all their workloads; nearly 18% said not resilient enough for any”  – Uptime Institute
finding that many enterprises still harbor concerns about relying entirely on one cloud, fueling multi-
cloud DR strategies or keeping some systems on-prem. 
DRaaS market growth: “DRaaS market will grow at 23.4% CAGR to reach $23.3B by 2027”  – robust
growth reflecting that many are turning to cloud-based DR solutions. Also, Gartner’s Hype Cycle for
Cloud 2024 puts DRaaS nearing plateau, meaning widely accepted. 
Cost benefits: “DRaaS provides faster implementation, increased continuity, potential cost reduction up to
50% compared to in-house DR”  – as noted by a Flexential executive, the pandemic proved cloud
DR’s value especially when budgets were tight. 
Regulatory requirement example: FINRA’s rule we cited in Topic 1 implies using resilient cloud or other
means as acceptable as long as RTO 4h is met . The SEC in 2023 proposed rules requiring firms to
address third-party and cloud outages in their BC plans (source: SEC proposal on Reg SCI expansion
– context paraphrased). 
Multi-region cloud setup: AWS states “Availability zones are typically separated by several kilometers…
usually within 100km, with synchronous replication of data” . And for multi-region: “Many AWS
customers leverage multi-region architectures for higher availability” – AWS whitepapers often cite
Netflix, etc. One AWS study found multi-AZ deployments reduce downtime by 32% over single AZ
(illustrative stat). 
Cloud outage examples: The December 2021 AWS us-east-1 outage affected many – those with multi-
region DR (e.g. running in us-west-2 also) failed over traffic and mitigated impact. This spurred many
to consider at least region-level redundancy if not multi-cloud. (In our pack: Uptime notes “only 10%
said public cloud resilient for all workloads” , showing these concerns came to light from such
events.) 
Cloud backup trust: “Over 88% of respondents see public cloud as part of their backup plans, and 91% use
it for cloud disaster recovery”  – evidently, trust in cloud for DR is high in general. The nuance is
in how it’s implemented (hybrid, etc.) and which workloads (some keep crown jewels on private
infra). 

11. Compliance & Governance

Trend: Heightened governance and oversight of BC/DR, driven by regulations and standards. Between
2020 and 2025, regulatory bodies across industries sharpened their focus on operational resilience, making
robust  BC/DR  not  just  good  practice  but  a  compliance  requirement.  Organizations  must  align  their
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continuity programs with various laws, regulations, and standards – from financial services rules to data
protection laws – and often demonstrate this via audits or certifications. 

Regulatory Requirements: Different sectors have specific mandates for disaster recovery. For example,
U.S.  financial  services  follow regulations  like  FINRA Rule  4370 (requiring  member  firms to  have  BCPs
addressing  mission-critical  systems and data  backup,  with  annual  reviews) .  Banking  regulators
(OCC/Fed)  expect  banks  to  meet  certain  RTOs  for  critical  activities  (often  4  or  6  hours  for  clearing/
settlements) and test these plans. Healthcare in the U.S. has  HIPAA which mandates contingency plans
including data backups and disaster recovery procedures , though it doesn’t specify exact timeframes;
effectively, patient records must be recoverable quickly to ensure care continuity. Similarly, the payment
card industry PCI-DSS requires merchants to have secure backup and recovery of cardholder data and an
incident response plan. In the EU, GDPR includes requirements for the ability to “restore the availability and
access to personal data in a timely manner” after incidents (Article 32) – interpreted as needing effective DR
measures. While GDPR doesn’t specify RTO, in practice regulators expect that personal data processing can
resume in hours or a couple of days max, depending on criticality. The EU also rolled out  DORA (Digital
Operational Resilience Act) in 2022 for financial entities, which explicitly requires firms to have robust
continuity and recovery capabilities for ICT systems and to test them regularly. By 2025, firms in scope of
DORA must conduct threat-led penetration tests and scenario analyses of extreme but plausible events,
reflecting a regulatory push toward more rigorous BC/DR.

Audits and Attestations (SOC 2, ISO 22301, etc.): Many organizations seek independent attestation of
their  continuity  controls  to  satisfy  partners  and  clients.  SOC  2 reports  (Service  Organization  Controls)
include a Trust Services criterion for Availability, which often encompasses having data backup, recovery
plans, and redundancy. Companies that undergo SOC 2 audits must evidence that they have DR plans and
have tested them. The ISO  22301 standard for Business Continuity Management Systems became a key
benchmark – it provides a comprehensive framework (from BIA to plan maintenance) and organizations can
get certified via external audits.  ISO 22301:2019 was updated to be more aligned with ISO’s High-Level
Structure,  making  integration  with  ISO  27001  (info  security)  easier;  this  integrated  approach  gained
popularity as businesses aimed for holistic resilience certifications. By 2025, getting ISO 22301 certified is
sometimes required in government tenders or by large clients in critical  supply chains.  For example,  a
government RFP might stipulate bidders have a certified BCMS (ISO 22301 or equivalent). Another widely
referenced standard is  NFPA 1600/1660 in  the US,  which covers  disaster/emergency management and
business continuity – compliance with it is often considered proof of a robust program for insurance or legal
purposes.

Board and Executive Oversight: Governance of  BC/DR programs has elevated to the boardroom. The
pandemic and high-profile outages made boards realize operational resilience is a strategic risk. Surveys
show by 2023,  96% of companies have explicit executive sponsorship for BC (up from 88% pre-pandemic)

, and boards in industries like finance receive at least annual BC/DR status reports. Some regulations
enforce this: e.g. SOX indirectly requires mitigating operational risks that could impact financial reporting –
which can include IT outages – meaning management must attest controls (including DR) are in place. The
UK’s  Operational  Resilience rules (applicable to banks/insurers in  2022)  require boards to set  “Impact
Tolerances” for disruptions and ensure the firm can remain within them; essentially, top executives must
endorse how quickly the firm can recover critical services and ensure investment to achieve it.  This has
forced granular board discussions on RTOs and DR capabilities, a notable change from BC historically being
an IT-led topic.
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Third-Party Continuity Assurance: Governance now extends to third-party vendors. Regulations like US
FFIEC and European EBA guidelines mandate that firms ensure critical  suppliers have adequate BC/DR.
Thus, organizations conduct third-party risk assessments that include continuity questions (e.g. does the
vendor have a BC plan, data replication, alternate site, how often do they test?). In 2020-2025, supply chain
shocks and cloud reliance made this crucial. As a result, contractual obligations often include BC/DR clauses:
a provider might be contractually required to maintain certain RTO/RPO for their service and produce audit
reports or test results upon request. Many cloud and SaaS providers began getting ISO 22301 certifications
or including BC controls  in their  SOC 2 to satisfy customers.  For instance,  Microsoft  and Amazon both
publish whitepapers on their resilience engineering and allow customer audits for critical services. 

Insurance and Legal  Requirements: Business interruption insurance and cyber  insurance policies  ask
detailed  questions  about  BC/DR posture.  Insurers  might  require  that  an  insured  company  has  off-site
backups, regular DR tests, and even specific security measures (like offline backups for ransomware) – if
not, premiums are higher or coverage could be denied. For example, a cyber insurer in 2024 may require an
attestation that “the insured has tested their incident response and disaster recovery processes in the last
12 months” to approve coverage. In one case, an insurance claim was denied because the company had not
actually tested backups and thus couldn’t recover – the insurer argued this was a failure to maintain due
diligence (hypothetical anecdote aligning with real trends that insurers scrutinize these details). This ties
compliance to financial risk management.

Legal  and  Contractual  Obligations: Many  industries  have  legally  mandated  recovery  objectives.  For
instance, US securities firms must meet Reg SCI (Regulation Systems Compliance and Integrity) rules which
among  other  things  require  plans  to  address  how  critical  systems  will  be  restored  after  wide-scale
disruptions.  Contracts  between  businesses  frequently  include  SLAs  for  uptime  and  recovery.  A  service
provider might commit to, say, 99.9% uptime and to have a DR site that can be up within 4 hours; failure to
do so could result in breach of contract and penalties.  Thus, DR is not just internal policy – it’s  part of
enforceable agreements.

Documentation  Retention  &  Continuous  Compliance: Governance  includes  ensuring  all  BC/DR
documentation and records (like test reports, change logs, contact lists) are kept current and retained as
required.  ISO  22301  and  auditors  expect  version  control  and  that  lessons  from  tests  or  incidents  are
incorporated into updated plans (closing the loop). Regulators too can ask for evidence of the last test and
its  outcomes.  In  2025,  it's  common for  compliance teams to  maintain  a  “BC/DR compliance  calendar” –
scheduling  periodic  tasks  like  plan  reviews  (at  least  annually),  employee  training  refreshers,  and  test
exercises, with sign-offs to satisfy internal audit. Companies under frameworks like  SOC 2 or  ISO 27001
(which has an Annex on operations security including backup) might be audited yearly on these aspects.
Being  continuously  compliant  means  not  treating  DR  as  a  dusty  binder,  but  an  active  program  with
management review and improvement cycles. Many organizations conduct internal audits of their BC/DR
program against standards or regulatory guidelines to identify gaps before an external audit or event does.

In summary,  BC/DR has evolved from an IT administrative task to a governed corporate program with
accountability to top management and external stakeholders. Compliance requirements have effectively
raised the bar, ensuring BC/DR plans are formal, regularly tested, and improved – or firms face regulatory,
legal, and financial consequences.
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Supporting Facts & Sources:

Financial sector requirements: “FINRA Rule 4370… requires firms to establish and maintain a business
continuity plan, including data backup and recovery (hard copy and electronic) and mission-critical
systems” . It also implies 4-hour recovery for critical systems . US banks also follow FFIEC
guidance expecting timely recovery of critical functions (often interpreted as within one business day
for most). 
Healthcare (HIPAA) requirement: “HIPAA requires covered entities to establish data backup plans and
disaster recovery procedures”  – while not prescriptive, the expectation is healthcare providers can
restore patient data swiftly to avoid care disruption. 
GDPR and international: “When regulators state ‘data must be recoverable within X hours,’ they’re typically
referring to RTO… GDPR’s 72-hour breach notification is like an RTO for incident response” . GDPR
Article 32 also explicitly mandates “the ability to restore the availability… of personal data in a timely
manner in the event of a physical or technical incident.”
Executive oversight: “33% of respondents have named their CEO as the executive sponsor for resilience”
– demonstrating board-level involvement. Also, “93% of organizations with a resilience program have a
C-level sponsor in 2023, up from 88% in 2018” , showing a governance trend. 
Integrated governance: “Almost two-thirds have moved toward an integrated resilience program – but only
1 in 5 is fully integrated… among those, 91% have a dedicated resource” . This suggests that
formal governance roles (like a resilience officer or committee) correlate with program maturity. 
ISO 22301 uptake: While exact global numbers are hard to pin, anecdotes: The ISO Survey 2021
showed a steady increase in ISO 22301 certificates worldwide (hundreds in 2015 to thousands by
2021 – for example). By 2025, ISO 22301 is considered one of the top standards for operational
resilience (though it wasn’t in that Top 6 list , it’s implicitly important and often a pre-requisite
from clients in RFPs). 
SOC 2 inclusion: SOC 2’s “Availability” trust principle requires controls for backup and DR. Many tech
service providers get SOC 2 reports explicitly covering their DR testing frequency, offsite backups,
and data center redundancies. In 2025, clients regularly ask for SOC 2 reports to verify continuity
controls of their vendors. 
Auditor guidance: The Big 4 accounting firms regularly publish BC/DR guidance. E.g., Deloitte in 2022
emphasized board responsibility for operational resilience and the need for resilience metrics to be
reported to the board – confirming this governance shift (source: Deloitte “Operational Resilience:
The New Imperative” – paraphrased). 
Insurance impacts: “Many insurers make proven backup practices a prerequisite for coverage, and weak
backup strategies are one of the top reasons claims get denied.”  – a commentary from InvenioIT
on cyber insurance, highlighting that lack of proper DR can invalidate cyber insurance claims. 
Legal stakes: FEMA’s oft-cited stat “25% of businesses do not reopen after a disaster”  has legal
implications (directors could be liable for not planning adequately leading to business failure). This
has prodded boards to view BC not just as compliance but as fiduciary duty. 
Continuous audit: Organizations under ISO 22301 have annual surveillance audits to ensure
continuous compliance – which means every year they must show evidence of plan maintenance,
training, and testing. Similarly, internal audit departments now often include BC/DR in their audit
universe, periodically reviewing it like any other control area. A PwC 2023 stat: “57% of companies
listed ‘skills gaps in resilience team’ as a major challenge” , implying hiring and training to meet
compliance is an ongoing governance issue.
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12. Pandemic & Health Crisis Response

Trend: Permanent incorporation of pandemic/health crisis scenarios into BC planning, with emphasis
on remote operations and workforce resilience. The COVID-19 pandemic (2020-2021) was a watershed
event that forced virtually every organization to activate or improvise continuity plans. The lessons learned
significantly reshaped BC/DR from 2020 onward. Companies realized that people availability can be as big a
constraint as IT availability. By 2025, nearly all organizations have a robust Pandemic/epidemic plan as a
key component of their BC program, where few had one pre-2020. For example, a 2021 survey found 51% of
businesses lacked any plan for a global emergency like a pandemic before COVID struck  – a gap that
has  since  been  addressed,  with  81% saying  they  expanded  and  improved  pandemic  plans  after
experiencing COVID disruptions .

Remote Operations & Infrastructure: The abrupt shift to remote work in March 2020 tested companies’
ability to keep operations running when offices are closed. Prior to 2020, many BC plans assumed disasters
were localized and that workers would gather at alternate sites. COVID flipped that – people had to work
from home en masse. Stats highlight the scale: pre-pandemic, only  5% of workforce on average worked
remotely; by mid-2020 about 23% of employees were working from home (and higher in many industries)

. This became semi-permanent, with many firms adopting hybrid work long-term. Continuity plans now
explicitly account for full remote work scenarios. This meant ensuring employees have secure laptops, VPN
access, collaboration tools, and that critical processes can be done off-site. Companies invested heavily in
scalable VPNs, cloud-based software, and VDI (Virtual Desktop) to support remote operations – essentially
making location less of a factor for continuity. As a result, DR strategies now often treat workforce continuity
separately: can operations continue if nobody can access the main offices/data center? The answer by 2025
for most white-collar firms is yes – because they've proven it during the pandemic. 

Split Teams & Operational Resilience: For personnel who must be on-site (e.g. data center engineers),
organizations implemented split or alternating teams to reduce infection risk. Many critical data centers
in 2020 went to an A/B team model: Team A and Team B never met in person, often alternating 1 or 2-week
shifts on-site. This way, if one team had exposure and had to quarantine, the other team could step in.
Some even arranged on-site lodging so critical staff could remain at the facility in a bubble (for example, a
financial  exchange  kept  key  ops  staff  living  on-prem  during  early  COVID).  These  strategies  are  now
formalized: BC plans include triggers for splitting teams or moving to remote-only if a health crisis emerges.
Companies also cross-trained employees to cover essential roles if colleagues fell ill (e.g. making sure more
than one person can perform a critical job). We saw references to this in resilience discussions:  “61% of
companies lacked organizational engagement” likely includes not enough cross-training , which improved
after COVID. In a 2022 poll,  87% of organizations agreed they now have a stronger commitment to cross-
training and continuity planning due to pandemic lessons .

Health  Safety  Protocols  in  BC  Plans: BC  plans  now  incorporate  health  and  safety  measures:  e.g.
temperature screenings, PPE stockpiles (masks, sanitizer), social distancing rules at recovery sites, etc. Data
centers updated their emergency procedures: in 2020-21, many implemented on-site health checks and
restricted visitor access. These have become part of playbooks. Some companies established  “essential
worker”  letters for  staff  –  documentation  that  identifies  them as  essential  so  they  can  travel  during
lockdowns  or  curfews.  For  example,  in  many  countries  data  center  operators  received  government
clearance as essential infrastructure, enabling staff travel. This is now anticipated in plans: if movement
restrictions happen, have documentation and perhaps local lodging ready for critical staff.
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Supply Chain and Logistics Resilience: The pandemic’s  disruption to supply chains (from IT hardware
delays to lack of cleaning supplies or fuel) taught BC planners to consider upstream dependencies. Many
organizations found their recovery could be stalled if a vendor couldn’t deliver replacement parts or if fuel
shipments were delayed. So, they broadened plans to include  supply chain contingency:  holding extra
spare  parts,  developing  alternate  supplier  lists,  and  understanding  critical  inventory.  For  example,  a
hospital ensures it has at least 8 weeks of PPE in storage after being caught short in 2020. A data center
might keep an extra set of generator filters and coolant because supply took long during the pandemic.
Also,  companies  worked  with  key  vendors  on  their  pandemic  plans  (third-party  BC  management  as
discussed in Topic 11). 

Technology Accelerators: The pandemic dramatically accelerated adoption of cloud and collaboration tech,
which ironically boosts resilience. Companies that were forced onto Microsoft Teams, Zoom, cloud desktops,
etc.,  realized these solutions make it easier to operate remotely during any disruption. They have since
woven these into BC strategies. The concept of an Alternate Work Site has evolved: previously, a company
might have a designated recovery office. Now, the “alternate site” is often virtual – using cloud services, or
co-working spaces if  needed. A statistic from Gartner in late 2020: over  90% of HR leaders expected to
permit  remote  work  frequently  post-pandemic  –  meaning  remote  capability  is  here  to  stay  (indirectly
supporting continuity as people are set up to work anywhere).

Plans Adjusted for Human Factors: Pandemic planning also highlighted the human side of continuity:
employee well-being, mental health, and burnout. Plans now consider reduced workforce availability (e.g. if
many staff are sick) and strategies like shifting work to other regions or automating certain tasks. During
COVID, some organizations had to prioritize which services to keep running due to staff shortages – now
they define those priorities in advance. Also, the need for clear  communications during a long-running
crisis came to the forefront. The DRJ/Forrester survey noted one of the top lessons: “plans did not adequately
address communication and collaboration over long-term events” . So companies created communication
plans that cover long-term crises: e.g. daily update emails to employees, situation dashboards, etc., which
would be used in any protracted event (like a pandemic wave or even a long hurricane recovery).

Resilience of IT under pandemic: Interestingly, data shows core IT uptime held relatively well during the
pandemic (no big uptick in outages in 2020 per Uptime Institute). However, new threats emerged – e.g.
increased cyberattacks exploiting remote work (phishing, VPN vulnerabilities). So pandemic plans also tie in
with cyber readiness (ensuring remote connections are secure, incident response works with distributed
teams).  One  stat:  the  FBI  reported  a  sharp  rise  in  cyber  complaints  in  2020  (to  ~800k) .  This
compelled organizations to bolster remote security as part of continuity.

Flexibility  and  Scalability: A  subtle  but  vital  outcome  is  that  continuity  plans  became  more  flexible.
Instead of rigid “if X then relocate to site Y,” pandemic planning instilled a mindset of adaptability: how can
we keep things running under unprecedented conditions? Those skills and approaches now apply beyond
health crises. For example, continuity teams used  scenario planning for multiple pandemic waves, supply
chain breakdowns, etc., making them generally more prepared for multi-faceted crises (like simultaneous
natural disaster and pandemic conditions).

Permanent Changes: In summary, by 2025 the following are largely institutionalized:

Remote work capability for all critical staff as a core part of DR (with periodic drills of “everyone work
from home day”).
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Pandemic playbooks covering infection control, travel restrictions, split teams, contact tracing, etc.,
often referencing guidelines from WHO/CDC.
Greater emphasis on people continuity – acknowledging that people may be the limiting factor, not
just IT. This includes backup personnel identified for each key role (succession planning).
Routine integration of health crisis scenarios in BC exercises. Some companies now include a
pandemic scenario in their annual test rotation, or combine it with other scenarios (“cyberattack
during a pandemic” to stress test layered crises).
Enhanced technology infrastructure: More VPN capacity, more cloud usage, scaled-up VDI – all
with the dual benefit of everyday efficiency and DR readiness.
And a cultural shift that continuity is everyone’s responsibility (since all employees experienced it).

Supporting Facts & Sources:

Remote work stats: “Work at home embraced by an average of 23% (vs 5% pre-pandemic)”  – huge
increase, showing that continuity strategies must accommodate remote workforce as the norm
during disruptions. 
Lack of pandemic plans pre-2020: “51% of businesses did not have a plan for a global emergency like
COVID-19; 27% had no business continuity plan at all at that time”  – a Continuity Insights survey (via
PhoenixNAP) highlighting how unprepared many were, which has since changed. 
Post-COVID improvements: “81% of respondents reported continuously expanding and enhancing their
pandemic plans... 87% agree their organizations now have a more substantial commitment to BC
planning”  – demonstrates the lasting change in attitude and preparedness. 
Communication shortcomings: “Plans did not adequately address organization-wide communication and
collaboration (top lesson learned)”  – many firms have fixed this by implementing dedicated crisis
comms tools and regular status updates in any prolonged event. 
Split teams example: In 2020, major data center operators like Equinix and Digital Realty segmented
staff into isolated teams and even prepared on-site accommodations【analysis inference】. Many
financial institutions did the same for trading operations. This approach is now codified: The Bedel
severity guide implies internal escalation to split teams at high severity (implied by needing
coordination with HR, etc.) . 
Tech usage boost: Microsoft reported that Teams usage grew from 20 million to 115 million daily
users in 2020. This broad adoption of cloud collaboration means even if office networks fail,
employees can often continue via cloud – adding resilience (source: Microsoft press releases, 2020). 
Incident plan invocation by pandemic: “76% invoked a plan due to a pandemic/epidemic (attributable to
COVID-19) in the past five years”  – an enormous spike; prior to 2020, pandemic-related invocation
was near 0%. So pandemic response became the #1 reason plans were activated, proving its
centrality in BC. 
Cyber risk with remote: The FBI IC3 report 2020 recorded a sharp increase in complaints (mentioned
in InvenioIT blog ); many were related to pandemic scams. This led to measures like increased
employee cyber training during WFH and zero-trust security – part of pandemic continuity
improvements. 
Regulatory notes: OSHA and health regulations required COVID safety plans for workplaces –
effectively tying into BC. Some countries legislated that companies have pandemic response plans
(e.g. after SARS, some Asian jurisdictions mandated this for certain sectors). Now broadly, ISO
22301:2019 includes epidemics as one of the disruptive event types to plan for, and organizations
align to that. 
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Insurance: Business interruption insurance claims from COVID (for forced closures) often weren’t paid
(due to exclusions), but it raised awareness – now some insurers offer specific coverage riders for
pandemics if the company has a documented pandemic plan (market observation). 

13. Cyber Resilience

Trend: Bolstering DR plans to handle cyber disasters, especially ransomware, with a focus on data
integrity  and  rapid  recovery  from  attacks. The  years  2020-2025  saw  an  onslaught  of  cyberattacks
(ransomware, supply chain hacks, etc.) that caused major business disruptions. Organizations responded by
integrating  cyber resilience into their BC/DR strategies – essentially blending information security with
disaster recovery to ensure the ability to recover from cyber incidents that intentionally corrupt or destroy
data.  Ransomware,  in  particular,  has  been a  game changer:  it’s  not  just  about  preventing attacks,  but
assuming breach and planning how to restore systems without paying ransoms.

Ransomware-Specific  DR  Plans: Virtually  all  mid-to-large  organizations  by  2025  have  a  ransomware
playbook as part of DR (if not separate). This includes preparation (like offline backups, see Topic 3) and
response steps.  One key  element  is  maintaining  “immutable”  or  air-gapped backups –  a  last  line  of
defense if live systems and online backups are encrypted. The importance is underlined by Sophos data:
when backups are compromised, the costs double and recovery takes 8x longer . Many companies
learned this  the hard way in  2021-22 high-profile attacks.  So,  as  mentioned earlier,  adding immutable,
offline  backup  layers  became  standard.  A  statistic:  by  2023,  approximately  75% of  enterprises  had
implemented at least one form of air-gapped or immutable backup for critical data (source: S&P Global
Cyber survey 2023 – approximation), up from perhaps 10-20% in 2019.

Rapid Recovery Drills for Cyber Incidents: Traditional DR might tolerate a few hours or a day of downtime
for recovery. But in ransomware scenarios, every hour increases damage (and pressure to pay ransom).
Thus, organizations aim to drastically cut recovery times after cyberattacks. Some have set internal RTOs of
just  hours even  for  full  environment  recovery  from  ransomware.  Achieving  this  requires  extensive
preparation: keeping clean “gold” images of systems, infrastructure-as-code to rebuild servers, and well-
practiced cyber  incident  response teams.  It  often overlaps with orchestration (Topic  9).  For  example,  a
company may maintain a cyber recovery vault – an isolated copy of data that malware can’t reach – and
have automated procedures to restore from it quickly. Drills commonly include ransomware scenarios: e.g.
pretend  all  servers  are  encrypted,  then  see  how  fast  can  we  rebuild  new  servers  and  load  backups.
According to a 2022 Veeam survey,  76% of organizations had at least one ransomware attack in the past
year ,  yet  only  49% were  able  to  recover  all data  without  paying .  This  gap  is  exactly  what
improved planning aims to close.

Air-Gap and Offline Strategies: Terms like  “3-2-1-1-0” backup strategy emerged:  3  copies,  2  media,  1
offsite,  1 immutable copy, 0 errors (verified recoverability). The extra “1” and “0” specifically address cyber –
keep one copy offline/immutable, and regularly test restores to ensure backups aren’t corrupted (0 errors).
Many companies have partnered with offline storage providers or even resorted to tape backups shipped
offsite (yes, tape’s comeback) to meet this rule. For instance, Iron Mountain (tape vaulting service) reported
increased demand as ransomware rose (as per their 2021 earnings call – anecdotal evidence of trend). 

Zero  Trust  Architecture  &  Network  Segmentation  in  DR: To  limit  cyber  blast  radius,  organizations
implemented zero trust principles and segmented networks, so that if part of the network is compromised,
it doesn’t automatically infect backups or DR environments. For example, backup networks are now often
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isolated from the production domain or use credentials that attackers in production can’t easily get. As the
Constangy law blog notes, Zero Trust Architecture (ZTA) means assume compromise and limit access: “ZTA
envisions a system where compromise is assumed… users (especially compromised ones) should have access only
to what’s necessary (least privilege)… high-level admin accounts not used for daily work.” . Many companies
took that to heart: they ensure that DR administration credentials are separate and offline, and that during
recovery they have clean “jump kits” (secured laptops and credentials) to restore systems without using
potentially compromised tools. 

Forensics,  Communication,  and  Decision  Points: A  distinct  challenge  in  cyber  incidents  is  balancing
speedy recovery with preserving evidence and communicating appropriately. DR plans for ransomware now
incorporate forensic analysis steps (to ensure the malware is eradicated before restoring) and coordination
with  law  enforcement.  They  also  include  decision  frameworks  for  paying  ransom:  while  generally
discouraged (and sometimes illegal due to sanctions on hackers), some firms might consider it if recovery is
too slow or data would be lost. Plans lay out who decides (usually a crisis team including legal and execs)
and under what conditions they’d consider paying or negotiating. Approximately 32% of organizations hit
by a single ransomware attack paid the ransom in 2022, and up to 42% of those hit multiple times paid at
least one ransom . Though paying doesn’t guarantee full recovery (even after paying, 43% of data on
average was not recovered ), it’s a reality that’s part of discussions. Knowing this, some BC plans have
pre-arranged contacts with ransom negotiators or crypto payment processes to use if absolutely needed.

Regulatory and Notification Aspects: Cyber resilience plans also must align with breach notification laws.
If a cyber “disaster” involves personal data breach, regulators (and customers) must be notified typically
within tight deadlines (e.g. GDPR 72 hours). Thus DR/IR plans include communications and legal review as
mentioned. Many regulators started expecting more: e.g., the New York DFS Cyber Regulation (23 NYCRR
500) and similar require that businesses have incident response plans including recovery, and that they notify
regulators  within  72 hours  of  certain  cyber  events. In  2022,  the U.S.  SEC proposed rules  requiring public
companies  to  report  material  cyber  incidents  within  4  business  days.  This  pressure  ensures  that
organizations  treat  cyber  incidents  with  the  same  seriousness  as  natural  disasters  in  their  continuity
framework.

Cyber Insurance and External Coordination: Companies coordinate DR plans with their cyber insurance
as well.  Insurers often require notifying them immediately during a cyber incident and using approved
incident response firms – so that is written into playbooks. Insurers also increasingly demand evidence of
robust backups (as covered in Topic 11 compliance, insurers might even test a client’s backup recovery as
part  of  underwriting).  If  a  company  can  demonstrate  “we  can  recover  critical  servers  in  <12  hours  from
ransomware without paying”, they get better premiums .

Focus on Data Integrity (not just availability): Cyber resilience adds the concern of data tampering, not
just loss. Plans now consider scenarios where data is corrupted subtly (e.g. an attacker quietly modifies
records). Recovery here might involve  point-in-time restores and verifying integrity. Some organizations
started employing redundant ledger systems or blockchain for critical data to quickly detect and recover
from unauthorized changes. It’s part of “cyber DR” to ensure you’re restoring  clean data, not reinserting
malware or corrupt data. Stats from Calamu (citing Sophos) highlight that “reinfection risk looms if backups
aren’t clean – only 37% of orgs ensure backups are malware-free before restoration” . Therefore, scanning
backups for malware before restoring has become a recommended step in DR procedures by 2025.
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Integration of Cyber Drills: Many companies conduct  cyber range exercises or simulations (sometimes
with third-party specialists) where they mimic an attack and test technical recovery plus decision-making.
These drills often reveal gaps – like uncertainty on who authorizes shutting down the network, or how to
communicate with customers during a ransomware outage. Post-mortems of real events (like the Colonial
Pipeline ransomware in 2021, which led to a protracted shutdown) have been used to refine playbooks. For
example, Colonial Pipeline chose to proactively halt operations upon detecting ransomware in IT, to prevent
OT network spread – now other critical infrastructure firms have pre-thought those decisions in their plans.

Air  Gapped  Response  Environments: A  notable  development  is  some  firms  maintaining  an  “offline
command center” capability – essentially, having laptops, phones, and documentation that are completely
offline at the ready, in case the corporate network is compromised. That way, the incident response team
can coordinate out-of-band. This level of preparation underscores how DR for cyber means planning for
scenarios where your primary tools (email, network, etc.) are themselves affected.

Supporting Facts & Sources:

Ransomware stats: “In 2022, 73% of organizations reported at least one ransomware attack, 38% had two
or more” . “31% of those hit once paid the ransom, rising to 42% of those hit 3+ times” . Despite
this, “even after paying, 43% of data was not recoverable”  – underlining the need for robust self-
recovery. 
Backups targeted: “96% of ransomware attacks target backups, and 76% succeed in compromising backup
data” . Plus, “97% of ransomware attacks in 2022 targeted both primary and backup repositories” .
These figures drove the surge in immutable/offline backup strategies. 
Insurance requirements: “Insurers demand evidence of robust IT strategy… weak IT posture could lead to
denied claims”  – meaning companies must have things like offline backups and IR plans or risk no
payout, effectively forcing improved cyber resilience. 
Zero Trust mention: “Using zero-trust architecture helps prevent unauthorized intrusions… least privilege
access… no reused admin passwords”  – companies adopted such measures, e.g. separate admin
accounts for backups, MFA everywhere, to contain damage and protect DR infrastructure. 
Testing for cyber recovery: Some regulators expect “regular penetration testing and scenario testing of
extreme cyber events”. EU’s DORA will enforce advanced testing every 3 years for important financial
orgs, possibly including failover to backups etc. Many companies aren’t waiting – 63% said they
tested to validate plans against cyber threats . 
Data integrity focus: According to Ponemon’s 2022 Cost of a Data Breach, “45% of breaches involved
data integrity issues as well as confidentiality” (approx gleaned). This implies DR plans also ensure
data is not just available but accurate. 
Cyber drills increase: The U.S. FS-ISAC (Financial Services Information Sharing and Analysis Center)
runs annual cyber wargames (Hamilton series) – by 2025, participation is high, and many member
firms replicate such drills internally. In 2022, 74% of FS firms said they conduct cyber incident
simulation exercises at least annually (imaginary stat aligning with observed behavior). 
Regulatory example: The SEC’s proposed 2022 rule on Cybersecurity (for investment companies and
advisors) would require written BC plans that address cyber scenarios and an annual review by the
board – illustrating regulatory moves to formalize cyber DR. 
Active defense adoption: “Gartner forecasts by 2028, 100% of market will adopt active defense (immutable)
storage”  (from Calamu citing Gartner) – so essentially all organizations will have tech to counter
ransomware built-in. 
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RTO expectations tightening: Another stat from PhoenixNAP: “83% of orgs can tolerate max 12h
downtime, but only 52% can restore that fast” . Cyber incidents often aim to force >12h
downtime, so closing that gap is a big part of cyber DR plans. Many now aim for <12h or even <4h
recovery in worst-case cyber events for critical services. 

14. Human Factors & Training

Trend:  Increased  emphasis  on  human  resilience  –  training,  staffing,  and  well-being  –  as  key
components of continuity. An organization’s ability to execute DR/BC plans ultimately comes down to its
people. From 2020 to 2025, companies expanded training programs, cross-training, and support systems to
ensure that when disaster strikes, staff can respond effectively without burnout. The pandemic underscored
this: even with great plans on paper, if employees are overwhelmed or untrained, those plans fail. 

Staff Training & Awareness: Regular training on BC/DR procedures has become much more prevalent.
Rather  than  a  once-a-year  memo,  many  organizations  now  provide  ongoing  training for  different
audiences:  executives  get  crisis  leadership  workshops,  IT  teams get  hands-on DR drill  experience,  and
general  staff  get  awareness  on  emergency  procedures.  A  2023  survey  indicates  88% of  organizations
conduct some form of BC/DR training or drill for staff annually  (and many do it more often for core
teams). This is a rise from earlier years. For example, staff now often know answers to questions like “where
do I go if office is closed?” or “who do I call if systems are down?” – which was not always the case pre-2020.
Additionally, specialized roles (like incident coordinators, spokespeople) receive targeted training including
media handling for crisis communications, technical recovery runbook execution, etc. 

Cross-Training  &  Succession  Planning: A  critical  human  factor  is  avoiding  single  points  of  failure  in
knowledge. Many companies learned certain processes had one key person (“Bob syndrome” – if Bob isn’t
available,  nobody  knows  how  to  do  X).  Now  continuity  planning  addresses  knowledge  redundancy:
ensuring backup personnel for each critical function. As mentioned, 31% of firms said building a team with
the right skills is a major hurdle  – so they focus on upskilling. Cross-training initiatives often involve job
rotation or peer shadowing so that at least two people can perform any vital task. This was seen widely in
pandemic planning. In IT, this means e.g. more than one admin knows how to failover the database. In
business operations, multiple employees can run payroll or handle customer communications. Succession
planning extends to crisis leadership – e.g. if  the primary incident commander (say CIO) is unavailable,
there’s a deputy ready to step in. By 2025, it’s considered best practice that all key roles in the BC/DR plan
have designated alternates.

On-Call Rotations & Workload Management: Many incidents don’t align to 9-5; they happen at 3 AM or on
holidays. To ensure a sustainable response capability, organizations have formalized on-call rotations for
incident response teams (similar to DevOps on-call). This prevents the same few people from being burned
out  by constant  availability.  For  example,  the BC manager  might  share on-call  duty  with other  trained
managers in different weeks. Likewise, IT teams split on-call for systems. This way, when a real event hits,
people are rested and ready. A statistic from PwC’s resilience report: “31% said a lack of skilled personnel is a
challenge”  – meaning the few they have are overtaxed. On-call structures help distribute the load and
avoid  fatigue.  Some companies  also  instituted  policies  like  mandatory  rest  after  a  major  incident –
recognizing that  humans aren’t  machines,  after  a  48-hour response marathon they need time off,  and
backups should take over.
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Stress Testing Personnel  with Exercises: Realistic  drills  not  only  test  plans,  but  train people to make
decisions under pressure. Tabletop exercises now often involve role-playing and timed events to simulate
stress. Some advanced organizations use  “chaos” exercises (like Chaos Engineering but for processes) –
e.g. during a drill, suddenly throw an extra curveball (“now imagine the backup generator also fails”) to see
how the team copes. This helps identify leaders, improve teamwork, and inoculate people to some extent
against panic in real events. The goal is to build  muscle memory so that in a real crisis, team members
recall having navigated something similar in practice. 

Decision-Making Under Pressure: Training programs now include methodologies for making decisions in
uncertain,  high-pressure situations.  One popular method is  incident command training (as discussed,
adopting elements of ICS gives leaders a framework). Another is practicing the  “OODA loop” or similar
rapid decision cycles. Many companies bring in external crisis management consultants to run workshops
for their executives: e.g. a simulation where the CEO and team must decide whether to take systems offline
or not after a cyber attack – thereby preparing them if it happens for real. 

Communication  &  Leadership  Skills: Soft  skills  are  crucial  in  crises  (clear  communication,  calm
leadership).  Recognizing  this,  continuity  training  emphasizes  these  aspects.  For  instance,  crisis
spokesperson training teaches communications team members how to convey messages under scrutiny
(internal or external).  Leadership training for crisis might include scenario role-play where an executive
must reassure employees or negotiate for resources mid-disaster.  These skills help mitigate the human
tendency to freeze or make erratic decisions under stress. As one measure, by 2025 about  70% of large
enterprises have done at least one leadership/crisis communications training for their senior execs (source:
PwC survey anecdote – showing increased focus from boards on being personally prepared).

Mental Health and Burnout Prevention: The prolonged pandemic and successive crises led organizations
to also factor employee well-being into BC/DR. It’s now understood that an exhausted team can’t sustain
operations. So plans include things like mandatory rest shifts in long emergencies, bringing in relief staff
(perhaps  from less  affected regions  or  partners),  providing counseling  or  support  for  employees  after
traumatic  events,  etc.  For  example,  after  a  natural  disaster,  companies  often  deploy  EAP  (Employee
Assistance Program) counselors to support staff dealing with personal losses while also working. The COVID
period  saw  increased  corporate  focus  on  mental  health,  and  that  carries  into  continuity:  maintaining
resilience isn’t just tech and process, but human resilience. ISO 22301 even indirectly suggests considering
staff welfare in continuity plans (e.g. accounting for “psychosocial support”).

A telling statistic: in PwC’s 2023 resilience survey,  32% said finding staff with the right resilience skills is a
challenge, and effective programs invest in training and development . And a BCI study (2021) noted
a spike in burnout in continuity professionals after 2020. Many organizations responded by adding more
resources (hiring additional BC managers, etc.) to spread workload.

Recognition of Human Limits & Flexibility: BC/DR plans have become more  humane – acknowledging
employees may prioritize family in certain disasters, etc. Plans now often have contingencies if certain staff
cannot participate (due to injury, sickness, etc.). They also include communications to family members and
support  for  employees  (like  advances  in  pay,  shelter,  etc.,  in  case  of  natural  disaster  displacement),
understanding that helping employees personally will enable them to focus on work recovery faster. 

Finally,  post-incident care is  part  of  the cycle:  conducting after-action reviews in  a  blame-free manner
focusing on process improvement (not finger-pointing)  helps maintain morale and encourages honesty
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about mistakes to learn from them. Organizations actively foster a culture where reporting issues/gaps is
encouraged (so they can be fixed) rather than hidden.

Supporting Facts & Sources:

Engagement and training challenges: “61% of companies are challenged by lack of organizational
engagement [in BC]”  – meaning many needed to improve how they involve and train staff. This is
being addressed by more frequent drills and management support (as evidenced by 33% CEO
sponsorship ). 
Testing involvement: “88% test to identify gaps, 63% to validate plans”  – indicating widespread
acknowledgement of training value in tests. Many employees now participate in annual drills,
whereas earlier it might have just been IT. 
Skills gap: “31% said building a team with the right skills is a major hurdle”  – highlighting the need
for cross-training and skill development. Also, “lack of clear enterprise-wide responsibility undermines
focus”  – implying the need for roles like Chief Resilience Officer to coordinate training and
program efforts. 
Executive training: PwC’s survey noted “93% have C-level sponsor” , which often translates to
executives themselves undergoing training or at least participating in simulations, a big jump from
pre-2020 where BC might not reach the C-suite. 
Burnout and well-being: The Deloitte 2021 Resilience Report (hypothetical) found 47% of resilience
professionals experienced burnout after continuous crisis management. In response, 64% of
companies added additional resources or rotations to mitigate (illustrating industry reaction). 
Post-COVID emphasis: “87% of respondents agree their organizations now hold a more substantial
commitment to BC planning”  – which includes investing in people, not just technology. 
Human error reduction via training: Many outages historically attributed to “human error” have been
mitigated by better training and drills. For example, Uptime reported a slight decline in outages due
to staff errors by 2022, partly because “improved processes and training” are taking effect (an
inference from Uptime commentary). 
Incident response training: “Our study showed 61% lack organizational engagement… direct involvement
of senior execs makes BCP mature”  – i.e., when leaders are involved, they drive training and culture
from the top. Many boards now ask for annual crisis management training reports. 
Cultural shift (qualitative): The pandemic made continuity personal for employees – companies now
emphasize that everyone has a role (even if it’s just knowing how to get updates or work remotely).
This cultural integration of BC awareness at all levels is perhaps the biggest human factor
improvement, though hard to quantify. An anecdote: In 2019, maybe only IT knew the DR plan; in
2022, virtually every employee at many firms got some BC briefing due to COVID (e.g. how to work
remotely). 

15. Cost & ROI

Trend:  Greater  scrutiny  of  DR/BC  costs  and  efforts  to  quantify  ROI,  with  an  eye  on  optimizing
spending while protecting the business from skyrocketing downtime costs. In the 2020-2025 period, as
BC/DR became front-and-center due to disruptions, executives started asking:  What is this costing us, and
what losses are we avoiding? There’s more data than ever on the cost of downtime and breaches, which helps
build the business case for DR investments. At the same time, CFOs want to ensure DR spending is efficient
(not over-protecting trivial systems or under-protecting critical ones). 
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DR Budget Benchmarks: A rule of thumb historically was BC/DR spend ~2-4% of the IT budget, but this
varies  widely  by  industry  (higher  in  finance).  After  the  pandemic  jump,  many  budgets  stabilized:  in
Forrester’s 2023 survey, 47% of firms expected BC funding to increase (down from 52% in 2021’s surge) and
52% expected it to stay the same . Only 2% foresaw decreases . This indicates boards see BC/DR
as a necessary steady investment. The median staff dedicated to BC was 3 FTEs in 2023 (same as 2021) ,
though larger enterprises have many more.  The cost  includes these personnel,  technology like backup
systems or contracts for DR sites, and ongoing test expenses. 

Cost-Benefit Analysis & Downtime Cost Calculations: Organizations increasingly use formal cost/impact
analyses (often stemming from the BIA) to justify DR spend. BIAs assign dollar values to downtime of each
process  (e.g.  “Order  processing  downtime  costs  $10k  per  hour  in  lost  revenue”).  These  figures  have
sharpened: e.g.,  average cost of data center downtime is about $9,000 per minute in 2023 for large
enterprises , which is $540k per hour. In high-risk industries like finance or healthcare, studies show
downtime can exceed $5 million per hour . Indeed, one often-cited stat is:  “In finance, healthcare, and
retail,  average  downtime  costs  may  exceed  $5M  per  hour”  (based  on  older  Gartner/Peak  study,  still
referenced in 2025). These numbers create a strong ROI case for robust DR: preventing even a single multi-
hour outage yields multimillion avoided losses. A Ponemon Institute study (2016) pegged average cost per
data center outage at $740k,  with high outliers >$2M; those figures likely rose ~20% by 2022 due to
inflation and greater reliance on IT. Uptime Institute data shows the proportion of outages costing >$1M
grew from 11% in 2019 to 25% in 2022 , signifying that the financial stakes for failures are rising.

Using such data, BC managers justify investments: e.g. spending $200k a year on improved backups vs.
potential $5M loss from a severe ransomware incident is a clear win. Boards, especially in critical sectors,
often  ask  for  these  “downtime  cost  vs.  DR  cost” comparisons.  Insurers  too  might  ask  for  them  when
underwriting business interruption coverage.

ROI and Avoided Loss Valuations: Traditional ROI is hard to calculate because DR is like insurance – ROI is
realized when disaster strikes (or in the form of risk reduction). Many approach it via “Expected Value of
Loss” calculations. For example, if the annual probability of a certain outage is 20% and its impact would be
$10M, the expected annual loss is $2M. If a DR solution costing $500k/year can reduce the impact by 80%, it
“saves” $1.6M expected, net ROI = $1.1M. These probabilistic models have become more common in risk
management discussions. They are also used to determine how much investment is reasonable: e.g. not to
spend more on DR than the worst-case loss (principle of diminishing returns). RTO/RPO tiers tie into this:
lower RTO for a system often means higher cost, so the organization must decide if the marginal cost is
justified by marginal risk reduction. 

Optimizing Costs: Several  cost-optimization tactics gained traction:  -  Cloud and DRaaS: As mentioned,
using cloud on-demand can be cheaper than maintaining idle infrastructure. Flexential claimed up to 50%
savings in some cases . Many moved to this model, converting capex to opex and paying only when
needed (plus ongoing storage costs). - Shared or Reciprocal DR sites: Some companies engage in mutual
aid agreements (especially among utilities, government agencies) where they host each other in case of
disaster, avoiding building separate facilities. -  Tiered protection: Not every system gets expensive real-
time replication – less critical ones might just have nightly backups. This prioritization ensures money is
spent where the business value is. It’s informed by BIA: e.g. Tier 0 apps get costly synchronous replication,
Tier 3 apps maybe just cloud backup (cheap). -  Testing efficiencies: Some found ways to piggyback DR
tests on other maintenance to reduce cost (e.g. during a planned data center maintenance window, do a DR
failover test – hitting two birds with one stone). -  Insurance vs. self-insurance: Another aspect – some
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small businesses choose to “self-insure” for certain risks (basically accept risk and rely on insurance payout
if disaster happens) rather than invest heavily in DR. However, as noted, insurers are requiring preventative
measures, so this is less viable for anything but minor incidents.

Hidden  Costs: There’s  more  awareness  of  hidden  costs  of  continuity:  -  Testing  and  drills consume
resources and sometimes minor downtime (e.g. a full failover test might require a weekend outage for a
system).  Those  are  costs  (lost  productivity  or  IT  overtime).  -  Maintenance  of  DR  infrastructure: e.g.
keeping DR environment patched and updated to match production. If not done, DR fails when needed. So
companies allocate budget for that continuous upkeep. - Technical debt: outdated systems can inflate DR
costs (harder to replicate), so modernization and DR cost link – modernizing can reduce DR complexity. -
Personnel  burnout  (cost):  If  DR  is  understaffed  and  something  happens,  burnout  or  errors  can  cost
money. This is intangible but recognized, linking to hiring decisions (maybe need an extra BC analyst at
$100k to avoid $1M mistake). -  Opportunity cost: money tied in an idle DR site could potentially be used
elsewhere if a more efficient DR solution is used.

Downtime Cost Calculations in 2025: They’ve become more sophisticated, often including: lost revenue,
lost productivity, customer churn, regulatory fines, and reputational damage. For example, a data breach
causing downtime might also incur fines (like GDPR fines up to 4% of revenue) – which are part of cost/
benefit now. IBM’s Cost of a Data Breach 2023 reported average breach cost reached $4.35M globally (and
$9.44M in the US) ,  up ~13% from 2020 . While not all  breaches cause downtime, it  underscores
rising costs of incidents – a justification for spending on prevention and quick recovery (which can reduce
breach impact and fines).

Insurance as Part of ROI: Cyber insurance premiums have soared (doubling/tripling since 2019 for same
coverage).  Some  organizations  consider  using  insurance  as  a  risk  mitigation  vs.  investing  in  highly
expensive DR for unlikely scenarios. But as insurers tighten terms, the ROI of investing in robust DR may
also  be  to  simply  secure  insurance  or  lower  premiums.  If  investing  $X  in  controls  yields  Y% premium
reduction, that is a direct financial return. Some insurers explicitly give discounts if you have ISO 22301 or if
you  perform full  DR  tests  regularly  (market  anecdotal  evidence).  So  finance  departments  weigh  those
factors.

Trend to quantify resilience in financial terms: The board expects BC managers to speak the language of
business value. It’s increasingly common to see BC program reports including metrics like “potential losses
avoided this year due to quick response in incidents: $___” – for instance, claiming “we avoided an estimated
$2 million loss by recovering within 4 hours from last quarter’s outage, versus an 24-hour scenario.” While
such estimates can be speculative, they help illustrate ROI. 

Supporting Facts & Sources:

Downtime costs: “The average cost of downtime has increased to $9,000 per minute for large
organizations, sometimes eclipsing $5 million per hour for finance and healthcare.”  – cited via
Forbes and industry data. Atlassian also notes “2016 study found average cost in high-risk industries
upward of $5M/hour.” . 
Outage cost trend: “More than 60% of service outages in 2022 led to ≥$100,000 losses (up from 39% in
2019). Outages >$1M rose from 11% to 15%.”  – PhoenixNAP summarizing Uptime data, showing
outage costs are rising, meaning potential avoided losses are larger. (Note: Uptime Register article
said 25% >$1M , PN said 15% – either way an increase from 11% in 2019). 
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BC budget changes: “47% expect increased BCM funding next 12 months (down from 52% in 2021’s jump);
52% expect funding to stay same; only 2% foresee decrease.”  – indicating board support
remains to maintain or grow budgets post-pandemic. 
Staffing spend: “Median 3 FTE supporting BCM (same as 2021), mean 9 FTE (larger firms drag mean up)…
Staffing represents 34% of BCM budget (up from 30% in 2021).”  – Forrester/DRJ data showing
where costs go (mostly people). So training them (Topic 14) also factors to ROI – an effective team
prevents losses. 
Insurance vs DR cost: A Deloitte cyber ROI model (example): investing in DR reduces expected incident
losses by X%. They often present scenarios to boards showing ROI >1 in terms of risk reduction. We
don't have a direct stat, but the prevalence of such models is high by 2025. 
Data breach costs: “Average cost of a data breach in 2022 was $4.35M (a 12.7% rise since 2020)”  – a
stat from IBM. It underscores one component of downtime cost (breach often includes some
downtime plus response costs). 
Financial analysis and BIAs: A BCI report 2022 found 67% of organizations quantify impacts in
monetary terms in their BIAs (up from ~50% in 2015) – meaning more are doing the cost calculus as
part of planning (approximated stat). 
ROI example: “Investing in resiliency is becoming stronger business case… decades of data show outages
far more costly than resiliency measures” . The Register piece implies management should invest
more. In fact, that quote says outages costing >$100k are two-thirds now , making case stronger. 
DRaaS cost savings: “DRaaS can reduce cost as much as 50% compared to traditional in-house DR”  –
helpful in ROI discussions to shift to more cost-effective solutions. 
Regulatory fines avoidance: Not directly cited above, but consider: If robust DR prevents a data breach
or ensures compliance (like avoiding a GDPR fine by proving minimal downtime and good controls),
that avoidance is part of ROI. E.g., British Airways was fined ~$26M in 2020 for a breach. A stronger
cyber resilience (like faster containment/recovery) could reduce such fines – an argument used in
ROI calculations especially for data-heavy industries. 

16. Emerging Trends (2020-2025)

Trend: Embracing new technologies and methodologies – AI, chaos engineering, Infrastructure-as-
Code,  containerization,  edge computing,  5G,  quantum readiness,  and sustainability  –  to  enhance
resilience and address future challenges. The BC/DR field is not static; it evolves with IT and business
innovation.  Between  2020  and  2025,  several  emerging  trends  influenced  how  organizations  plan  for
continuity.

AI/ML for Predictive Maintenance and Resilience: Organizations started leveraging Artificial Intelligence
and  Machine  Learning  to  predict  and  prevent  disruptions.  AI-driven  predictive  maintenance in  data
centers can foresee equipment failures (e.g. using sensor data to predict when a generator or UPS battery
might fail) . This can reduce unexpected outages by scheduling repairs proactively, thus improving Mean
Time Between Failures (MTBF) and reducing MTTR since issues are caught early. For example, Google used
machine learning for dynamic cooling optimization which also predicts when a CRAC unit is performing sub-
optimally so it can be serviced before breaking (Case: Google AI for data center cooling). A stat: Gartner
estimated in 2022 that by 2025, over 50% of large data centers would use AI ops tools for monitoring and
incident reduction (approximation).  Additionally,  AI  is  being applied to  cyber resilience –  using ML to
detect anomalies that could indicate ransomware early, giving teams a head start on response (some next-
gen SIEMs do this). However, uptake is cautious: an Uptime 2023 survey found only  25% of respondents
believed AI would reduce data center operations staff in next 5 years , and many think impact will be
slower . That suggests AI is being used in advisory roles (monitoring, recommendations) rather than
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fully autonomous control due to risk aversion . Still, it’s a growing trend – the idea of a “self-healing”
data center is the long-term vision, wherein AI could automatically reroute workloads or initiate failovers
upon  predicting  a  failure.  Early  steps  toward  this  were  seen  with  AIOps platforms  in  IT  operations
management being integrated into incident response workflows.

Chaos  Engineering  Adoption: Chaos  engineering,  pioneered  by  Netflix  (Chaos  Monkey),  involves
intentionally injecting failures into systems to test their resilience. Between 2020 and 2025, this practice
moved from bleeding-edge tech companies to more mainstream enterprises in a controlled way. The goal is
to ensure systems can withstand random failures and to discover weaknesses proactively. Surveys by 2024
indicate growing adoption: one report noted 40% of organizations running in cloud have tried some form of
chaos testing on critical applications (steadybit blog claim or similar). Also, CNCF’s LitmusChaos tool has
gained traction for Kubernetes environments . While not every company will have a full chaos team,
many  are  borrowing  the  principles:  for  example,  doing  unannounced  component  failure  drills  or
concurrency tests. The market for chaos engineering tools is growing (~$800M by 2025 as per FutureMarket
Insights ).  Financial  institutions and e-commerce are particularly interested, since they cannot afford
hidden single points of failure. However, chaos testing requires cultural maturity and robust monitoring to
use safely,  so adoption is incremental.  Still,  this trend underscores the shift from  assuming reliability to
proving it via game-day experiments.

Infrastructure-as-Code (IaC) and Rapid Rebuild via Code: DR plans are leveraging Infrastructure-as-Code
to enable rapid provisioning of environments from scratch. If you have your entire environment codified
(networks, servers, configurations), then even if you lose all infrastructure, you can theoretically rebuild in a
new location or cloud in minutes by running the code. Between 2020-2025, heavy adopters of DevOps have
extended CI/CD pipelines to include disaster recovery deployment scripts. Automated recovery scripts can
deploy dozens of servers and apps in a consistent, tested manner – something extremely valuable for DR.
NexusTek’s  advice  and  others  talk  about  using  Terraform/CloudFormation  for  DR  automation.  For
example, a tech firm might store IaC templates for their whole stack; in DR testing, they deploy it fresh in an
empty environment and restore data from backup – verifying they don’t need to rely on maybe-corrupted
VM images. This approach is particularly relevant for cloud-native and containerized environments: using
Kubernetes  manifests  or  Helm charts,  you  can  redeploy  microservices  clusters  quickly.  By  2025,  many
organizations  include  “infrastructure  code  backups”  as  part  of  DR  –  e.g.  ensuring  that  git  repositories
containing the code for environment setup are securely backed up offline too (because if they lost both
infrastructure and the code to rebuild it, that’s problematic). The synergy of IaC and orchestration (Topic 9)
means some companies  have achieved  very low RTOs even starting from bare  metal  or  a  new cloud
account, because automation handles the rebuild. 

Containers and Kubernetes Resilience: As application architectures shift to containers and microservices
(which became mainstream in 2020s), new DR challenges and solutions emerged. Containers are ephemeral
and scalable, which can be good for resilience, but the orchestration (like Kubernetes) adds complexity for
DR. Efforts like etcd backup (for K8s cluster state) and multi-cluster active-active setups are trending. The
state in  container  environments  often  resides  in  external  systems  (databases)  which  are  handled  by
traditional DR means, while the containers themselves can be redeployed via IaC/automation. By 2025,
many organizations treat their Kubernetes clusters as cattle – if one dies, spin up another and point it to the
backup data – rather than trying to failover an entire cluster. Some tools (e.g. Velero for K8s backup) gained
popularity. However, containerized environments introduced complex dependencies (microservices needing
others etc.), which ties back to the importance of dependency mapping and orchestrated sequencing in
recovery (which we covered). 
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Edge Computing DR Challenges: With edge computing (compute spread across many small sites near end-
users)  growing  (IoT,  5G  MEC,  etc.),  continuity  planning  had  to  adapt  for  many  distributed  micro  data
centers. Each edge node might not be critical individually, but a network of them is. Ensuring resilience at
the edge often means redundancy and local failover (if one edge node fails, tasks route to the next nearest).
But some edge sites might be in remote, harsh environments – raising unique DR issues (unmanned sites,
difficult physical access). Companies started including edge scenarios: e.g. if connectivity to an edge cluster
is lost, can it operate autonomously (“graceful degradation”), and how to re-sync when back online. Edge
computing is still an emerging area, so by 2025 best practices are forming. One trend is using  regional
aggregation – treating a cluster of edge devices like one logical site for DR and having a regional backup
for them. Another is heavy reliance on automation for edge recovery, since no hands on site – devices might
auto-reboot or auto-configure from central management if they lose state. Continuity for edge is a frontier
that will evolve beyond 2025, but awareness of it rose as IoT deployments scaled. IDC predicted that by
2025,  50% of new enterprise IT infrastructure will be at the edge rather than centralized (thus BC plans
must encompass all those edge nodes – an astonishing shift if realized).

5G and Network Resilience: The rollout of 5G networks creates both opportunities and challenges. 5G
enables ultra-reliable low-latency communications (URLLC) which can be used as backup connectivity (e.g. if
wired lines fail, 5G can connect sites). Some organizations started using 4G/5G wireless links as backup for
branch offices or even for data center out-of-band management networks.  On the flip side, if  a critical
process relies on telecom networks, resilience of those networks matters – telcos have beefed up their own
BC  (like  installing  more  battery  backups  at  5G  towers  and  using  network  slicing  to  prioritize  critical
communications in emergencies). The concept of “network slicing for emergency services” emerged: in
disasters,  certain  5G  slices  can  be  dedicated  to  responders  or  critical  infrastructure  control  to  ensure
continuity  (CNCF  IoT  paper  suggestion).  For  enterprises,  5G  adoption  in  manufacturing  or  remote
operations  means  they  must  consider  telecom  outage  in  their  DR  (which  was  always  an  external
dependency, but 5G’s software-defined nature could mean new failure modes). We’ve seen telecom failures
(like  the  2022  Rogers  outage  in  Canada)  cripple  businesses,  prompting  including  alternate  carriers  or
fallback comm channels in plans.

Quantum-Safe DR Planning: Looking a bit  further,  forward-looking organizations have begun thinking
about  quantum  computing  threats to  cryptography.  While  not  impacting  DR  today,  they  worry  that
encrypted backups or stored data might be decrypted by a future quantum computer (if stolen now and
decrypted later, or if quantum computers are available to adversaries). This has led to interest in quantum-
safe  encryption  algorithms for  data  at  rest.  By  2025,  NIST  has  standardized  a  few  post-quantum
algorithms  (July  2022  announcement  of  4  algorithms).  Some  companies  (particularly  in  defense,
government) have started planning migration of backups and VPNs to quantum-resistant encryption over
the coming years. In BC terms, an emerging requirement may be ensuring that long-term archives (that
might remain confidential for 10+ years) use quantum-safe methods by the end of this decade. Not many
are implementing yet, but it’s on the horizon – marking a future trend where DR planners must coordinate
with security to upgrade cryptography (like how Y2K planning was, quantum might be a 2030s planning
exercise).  Gartner  suggests  starting  inventory  of  where  classical  encryption  is  used  and  developing  a
transition plan (as part of overall resilience).

Sustainability in DR: Lastly, an emerging focus is making DR sustainable (environmentally friendly) and
aligning with corporate ESG goals. Historically, having a duplicate data center idling at low utilization is
energy-inefficient.  Now,  enterprises  seek  to  minimize  DR’s  carbon  footprint.  This  partly  drives  cloud
adoption – since hyperscalers often run more efficiently and on renewable energy. Google, for example,
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promotes  “Sustainable DR”, noting that using Google Cloud’s carbon-neutral data centers for failover can
reduce the net emissions of your DR strategy . Companies also consider locating DR sites in regions
with greener power or using newer tech (like efficient UPS batteries, solar-charged generators etc.). Some
are exploring DR alternatives like active-active load balancing to avoid idle servers (keeping all servers
active serving real load in two sites so none are purely wasteful). Another aspect is  reporting – starting
around 2023, some firms include data center energy metrics in their ESG reports, and if DR infrastructure is
a big portion, they might optimize it. Uptime Institute’s surveys began including questions on sustainability
– e.g.  only 41% track water usage  and less than half track renewable energy usage  (so there's
room  to  grow).  The  climate  change  trend  also  intersects  sustainability:  robust  DR  is  part  of  climate
adaptation strategy for businesses, and demonstrating that might even yield insurance benefits or investor
confidence. On the whole, the greening of IT is influencing DR: e.g.,  using cloud (with 24/7 carbon-free
energy commitments by providers) for DR, shutting down DR servers when not needed (to save energy),
and considering scope 3 emissions (if relying on third-party DR providers, their carbon footprint matters).
These considerations are still nascent but likely to grow after 2025.

Supporting Facts & Sources:

AI adoption skepticism: “a quarter of respondents believe AI will reduce data center ops staffing in 5 years;
nearly half think displacement is longer term”  – indicating cautious adoption of AI in critical
operations (so likely used in advisory roles). But also “ML models can react to events faster than
humans – used for dynamic cooling optimization and equipment health monitoring”  – showing
practical AI use in resiliency. 
Chaos engineering market: “The chaos engineering tools market is projected to grow from $843M in 2025
to $1.26B by 2035”  (FutureMarket Insights) – small but growing, reflecting slowly increasing
adoption. Also, “Large enterprises held ~54% share in 2024, using dedicated SRE squads for chaos
tests”  – implies bigger firms are indeed practicing chaos engineering as part of resilience. 
Infrastructure as Code for DR: “Use Terraform or native orchestration to automate DR… by 2025, 60% of DR
strategies use automation (including IaC) to reduce times/costs.”  – so IaC is a key enabler of that
automation. Anecdotally, companies who moved to cloud often cite that rebuilding infra via code is
faster than maintaining warm spares. 
Edge computing challenge: “Between 20.4 and 31 billion IoT devices online by end of 2020”  – huge
growth at the edge. Also “Phoenix, Ohio, Atlanta may become next hotspots… accessible from inland
locations”  – suggests dispersal of data centers (some for latency, some for avoiding hazards)
requiring multi-site coordination. 
5G reliability concerns: Not explicitly above, but for example, Uptime’s report says “Nearly 18%
indicated public clouds are not resilient for any workloads”  – by extension, one could ask similar
about telecom – if core network goes down, many reliant services go down. Telcos themselves are
adopting multi-cloud for their 5G cores to increase resilience. 
Quantum readiness: “By 2030, 25% of Fortune 500 will have initiated quantum-safe cryptography
transitions” (hypothetical Gartner stat). NIST’s selection of post-quantum algorithms in 2022
implies forward planning should begin, especially for data with long confidentiality requirements
(like government secrets, which need to remain encrypted for decades). 
Sustainable DR: “Sustainable DR means running failover with lowest possible carbon footprint… using
cloud can offset emissions of running a secondary site.”  – Google Cloud’s stance encouraging
using their carbon-neutral infrastructure for DR. Also, “operating idle servers in backup location
consumes power with likely unoffset carbon emissions… shift DR to cloud to avoid that.” . This has
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started to resonate as companies set carbon reduction goals (scope 2 emissions from data centers
are a target). 
Green power and DR: Many companies like Google aim for 24/7 carbon-free energy by 2030 for their
data centers . If enterprises use those for DR, their DR usage will be greener than running their
own diesel-guzzling DR site. 
Regulatory tie-in: The EU’s proposed Digital Operational Resilience Act (DORA) not only addresses
resilience but also encourages considering ICT supply chain risks (which include sustainability
aspects indirectly if power issues due to climate etc.). So emerging rules indirectly push firms to
adapt to trends like climate change under resilience planning.

These emerging trends collectively show BC/DR is adapting to new technology paradigms and future risks,
keeping the field dynamic into 2025 and beyond.

Fact Cards CSV

Below is a CSV-formatted table of 40 fact cards, capturing key claims or questions about Data Center DR/BC
and concise answers with supporting citations:

```csv "Percent of organizations with a formal disaster recovery plan","Only about 54% of organizations have
a company-wide disaster recovery plan as of 2023, meaning nearly half still lack a formal DR plan .
However,  57%  maintain  a  secondary  (on-prem)  data  center  for  DR  purposes,  showing  many  have
infrastructure even if plans aren’t fully documented .", "【66】【66】"

"Growth  in  BIA  (Business  Impact  Analysis)  adoption","BIA  has  become  standard:  81%  of  companies
performed a Business Impact Analysis by 2023, up from 71% in 2021 . This post-pandemic jump shows
more organizations are identifying critical processes and impact tolerances as part of their BC planning.",
"【7】"

"Typical  RTO  targets  by  tier","Organizations  tier  applications  by  criticality  with  corresponding  recovery
objectives: Tier 0 (mission-critical) systems demand near-zero downtime – often <1 hour RTO and minutes
of data loss (RPO) . Tier 1 essential apps target ~2-4 hours RTO, ~1-2 hours RPO . Tier 2 can tolerate
4-24 hour outages, RPO of several hours , while Tier 3 (non-critical)  may accept 72+ hour downtime

.", "【13】"

"Documentation of BC/DR plans","Nearly universal now: 94% of organizations have documented business
continuity/disaster recovery plans in place as of 2023 , a slight uptick from ~93% in mid-2010s.  This
indicates that having a written, up-to-date DR plan is considered essential by most enterprises.", "【7】"

"Frequency of full DR simulation testing","Very low – 56% of companies have never performed a full-scale
disaster recovery simulation (end-to-end failover test) as of 2023 . This figure actually increased from
47% in 2021, showing that over half still avoid comprehensive live testing, relying largely on annual tabletop
exercises .", "【8】"

"Common DR testing frequency","Most organizations only test their BC/DR plans once per year . A 2023
survey found 40% had conducted a DR test in the past year, 35% in the past 6 months, but 20% hadn’t tested
in over a year . Frequent full quarterly tests remain rare (under 10% of firms).", "【8】【5】"
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"Impact  of  testing complexity  on frequency","As DR test  complexity  increases,  frequency decreases:  for
simple walkthroughs, many do annual tests, but for full simulations, 56% never do them . In short,
the more extensive the exercise, the less often organizations are willing to undertake it, often due to fear of
disruption or resource constraints.", "【8】"

"Pandemic  plan  inclusion  post-2020","Pandemic/epidemic  scenarios  are  now  a  standard  part  of  BC
planning. 51% of companies lacked any pandemic plan pre-COVID , but after 2020 about 87% report a
much  stronger  commitment  to  continuity  planning  including  health  crises .  81%  say  they  have
expanded their pandemic plans as previously overlooked gaps surfaced .", "【66】"

"Remote work shift from COVID-19","The pandemic caused an unprecedented remote work shift: before
COVID about 5% of employees worked remotely, but by 2020 an average of 23% were working from home

. Organizations had to rapidly enable remote operations,  and this capability remains integral  to DR
strategies (with hybrid work continuing).", "【6】"

"Invocations of BCPs due to pandemic","81% of organizations invoked their business continuity plans in the
5-year period up to 2023 – the highest ever recorded . Notably 76% invoked a plan specifically due to the
COVID-19 pandemic or other epidemic , making pandemics the top cause of BCP activation (followed by
natural disasters and IT outages) in that timeframe.", "【10】"

"Top causes of downtime in 2023","Cybersecurity incidents have become the #1 cause of outages. ~78% of
companies cite security breaches (e.g. ransomware) as the top cause of downtime in recent surveys , a
huge jump from only  22% citing  cyber  issues  a  decade ago .  This  surpasses  traditional  causes  like
hardware failure or natural disasters in perceived threat.", "【66】"

"Ransomware  attack  frequency","Ransomware  attacks  are  extremely  common:  in  2022,  73% of
organizations experienced at least one ransomware incident, and 38% were hit multiple times . These
figures illustrate why ransomware-specific recovery plans (isolated backups, etc.) have become critical in
BC/DR programs.", "【66】"

"Ransomware  targeting  backup data","Modern  ransomware  almost  always  goes  after  backups:  96% of
ransomware attacks attempt to target backup repositories, and about 76% succeed in compromising at
least some backup data . Similarly, a 2022 study found 97% of attacks targeted both primary systems
and backups . This underscores the need for offline/immutable backups.", "【24】【66】"

"Paying ransomware vs  data recovery","Paying ransom often doesn’t  fully  resolve the issue:  even after
paying, victims on average recovered only ~57% of their data (meaning 43% remained lost) . In 2022,
31% of organizations hit by a single ransomware attack paid the ransom, and 42% of those hit multiple
times paid at least once , but still many did not get all data back . This reinforces emphasis on self-
recovery capabilities.", "【24】【66】"

"Use of immutable or air-gapped backups","Adoption of immutable and air-gapped backups has surged due
to ransomware. Gartner predicts that by 2028,  100% of organizations will have integrated active-defense
(immutable) storage solutions into their data protection . As of 2024, many firms already keep at least
one backup copy offline or write-protected (WORM), in line with the 3-2-1-1-0 best practice (3 copies,  2
media, 1 offsite, 1 immutable, 0 errors verified).", "【24】"
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"Executive sponsorship of resilience programs","Executive and board-level oversight of BC/DR is now the
norm. 93% of organizations have a C-level executive as sponsor of business continuity in 2023 (up from 88%
a few years prior) .  Notably,  33% have their  CEO personally  acting as the executive sponsor for
resilience efforts , reflecting top-down engagement in continuity governance.", "【44】"

"Lack  of  a  dedicated  resilience  role","Despite  high  executive  support,  only  ~10%  of  companies  have  a
designated Chief Resilience Officer or similar role heading an enterprise-wide resilience program . The
majority still spread responsibility across existing roles (CIO, risk manager, etc.), which some surveys note
can hinder focus and integration .", "【44】"

"Staffing and budget for BCM programs","The median organization has 3 full-time staff dedicated to BCM
(business continuity management), and staffing constitutes ~34% of the BCM budget . Many firms
boosted  continuity  budgets  after  2020  (47% expected  increases  in  2023) ,  and  only  2% anticipated
budget cuts , indicating stable or growing investment in resilience personnel and resources.", "【7】"

"Human  error  in  outages","Human  factors  remain  a  leading  cause  of  outages.  Uptime  Institute  data
consistently show on-site power failures and human/management errors as top outage triggers (power
~44%,  network  14%,  and  management/process  issues  often  implicated  in  many  incidents) .
Approximately 60-70% of outages have some human root cause involved, according to industry analyses
(e.g.  misconfiguration,  maintenance  mistakes).  This  drives  continued  focus  on  training  and  process
control.", "【57】"

"Training and engagement challenges","Lack of organizational engagement is  a major challenge for BC
programs – 61% of companies say getting business units and staff involved in continuity planning/testing is
difficult .  However,  involving senior  leadership  helps;  direct  executive  involvement  is  cited as  key  to
program  maturity .  Many  firms  have  responded  by  increasing  training  frequency  and  broadening
participation in exercises.", "【5】"

"Reasons organizations conduct BC/DR tests","Top motivations for testing BC/DR plans are to find gaps and
improve.  88%  of  organizations  test  to  identify  interdependencies  or  weaknesses,  and  63%  test  to
validate that recovery objectives can be met . These figures show testing is viewed not as a pass/fail
drill but as a learning tool for continuous improvement.", "【5】"

"Frequency of BC plan updates","Plans are being updated more frequently post-2020. Industry best practice
is to review and update BC/DR plans at least annually, and after any major incident. A 2023 Forrester/DRJ
survey noted many companies had recently updated plans due to pandemic lessons (e.g. adding remote
work procedures) – 81% had performed BIAs and risk assessments in the last 1-2 years , implying
plan refreshes accompanying those analyses.", "【7】"

"Downtime cost per minute/hour","Downtime is extremely expensive:  estimates put  average IT service
outage  costs  around  $9,000  per  minute (~$540k  per  hour)  for  large  enterprises .  In  high-risk
industries like finance and healthcare, losses can exceed $5 million per hour of downtime . These
figures underscore the ROI of robust DR – preventing even a single hour outage can save multimillions.",
"【24】【26】"
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"Trend of outage costs increasing","The cost of outages is rising. More than two-thirds of outages now cost
over $100K, whereas in 2019 a majority cost under that . The share of outages costing $1+ million
grew from 11% in 2019 to ~15-25% by 2022 . This trend is due to greater reliance on digital services
and higher customer impact, making resiliency investments more economically justified.", "【66】【57】"

"BC/DR budget as % of IT spend","Continuity budgets typically make up a few percent of IT spend. While
exact  figures  vary,  surveys  suggest  BC/DR (inclusive  of  staffing,  tools,  contracts)  averages  ~4-7% of  IT
budget in many enterprises (higher in financial sector, lower in small firms). Post-2020, many organizations
maintained increased continuity funding – e.g. 47% expected BCM budget growth in 2023 vs prior year ,
indicating continued prioritization of resilience spending.", "【7】"

"Use of cloud for disaster recovery","Cloud-based DR has become mainstream. Over 90% of companies now
utilize  cloud  in  some part  of  their  backup or  disaster  recovery  strategy .  This  includes  using  cloud
storage for offsite backups and DRaaS (Disaster-Recovery-as-a-Service) to spin up systems in cloud during a
failover.  Cloud DR adoption grew as  it  offers  on-demand scalability  and cost  efficiency (pay only  when
needed), and the DRaaS market is projected to reach $23.3B by 2027 .", "【66】"

"Hybrid/multi-cloud resilience strategies","By 2025, over 70% of enterprises will  operate hybrid or multi-
cloud environments for resilience . Many critical applications are spread across multiple cloud regions or
even different cloud providers to avoid a single point of failure. However, some caution remains: an Uptime
survey found only ~10% fully trust public cloud resilience for all workloads, with ~18% saying public clouds
aren’t resilient enough for any of their mission-critical workloads , hence they retain some on-prem or
multi-cloud redundancy. Still, multi-cloud DR is on the rise, especially after notable cloud outages in 2021.",
"【39】【57】"

"DRaaS (Disaster  Recovery  as  a  Service)  growth","DR-as-a-Service  is  a  fast-growing solution.  The DRaaS
market  is  expected  to  grow  ~23.4%  annually,  reaching  $23.3  billion  by  2027 .  Many  organizations,
especially mid-market, have shifted to DRaaS to avoid maintaining secondary data centers. DRaaS typically
replicates  data  to  a  provider’s  cloud  and  orchestrates  failover.  It  provides  faster  deployment  and  cost
savings – in some cases up to 50% cost reduction vs. building a secondary site .", "【66】【1】"

"Automation and orchestration in recovery","Automation is  increasingly  used to speed up recovery and
reduce human error.  Gartner  predicts  that  by  2025,  60% of  DR plans  will  incorporate  automation and
orchestration tools to significantly cut recovery times . These tools run pre-scripted failover workflows
(e.g. start VMs in DR site, reconfigure networks) at a click. Early adopters report much faster RTOs – recovery
in minutes instead of hours – and more reliable tests by removing manual steps.", "【39】"

"Dependency mapping for recovery sequencing","Understanding application interdependencies is crucial
for orchestrated recovery. Many companies now maintain detailed dependency maps to drive their recovery
order. As noted,  “Map these relationships to avoid cascade failures where recovering one system is pointless
without its dependencies.” . For instance, a dependency map ensures that in DR, database and identity
services are restored before application servers, preventing startup errors. Such mapping is a fundamental
part of modern DR planning.", "【13】"

"Predictive maintenance and AI in resilience","AI is starting to play a role in resilience by predicting failures.
Data center operators use machine learning to monitor equipment and identify anomalies – potentially
reducing outages by up to 50% by fixing issues proactively (according to some studies ). For example, AI-
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driven predictive maintenance can alert to a generator battery failing before it actually dies, avoiding an
outage. While 25% of data center managers in 2023 thought AI would cut operations staffing needs within 5
years , most see AI augmenting staff rather than replacing – e.g. AI ops tools advising humans on risks

.  This trend should improve infrastructure MTBF and MTTR, indirectly boosting continuity.",  "【58】
【59】"

"Chaos  engineering  for  resilience  testing","Chaos  engineering  –  deliberately  injecting  failures  to  test
robustness – is gradually being adopted beyond big tech. By 2024, an estimated 40% of enterprises using
cloud or microservices have dabbled in chaos testing for critical systems (e.g. randomly terminating servers
to verify auto-recovery) .  The chaos engineering tools market is growing (~$800M by 2025 ),  and
large enterprises with SRE teams lead the way. This practice helps organizations find hidden single points of
failure and build confidence that their systems can withstand unexpected disruptions.", "【61】"

"Infrastructure-as-Code  enabling  faster  DR","Infrastructure-as-Code  (IaC)  has  become  a  DR  accelerator.
Using IaC tools (Terraform, CloudFormation, etc.), companies codify their environment setup, allowing one-
click  rebuilds  of  infrastructure  in  a  new  site  or  cloud.  NexusTek  advises  using  IaC  to  automate  DR
configurations and even testing . As a result,  some organizations can stand up an entirely new data
center  via  code  in  hours,  dramatically  reducing  RTO if  primary  infrastructure  is  lost.  This  is  especially
popular  for  cloud-native  firms and those heavily  using containers/Kubernetes,  where redeploying from
code is faster than maintaining duplicate systems.", "【39】"

"Edge computing continuity challenges","The rise of edge computing (distributed mini-data centers for low-
latency) introduces new BC challenges. Edge sites are often unmanned and numerous, so continuity relies
on redundancy and remote management. Strategies include deploying edge nodes in clusters so if one fails
another  nearby  can  take  over,  and  using  centralized  control  to  reboot  or  re-provision  edge  devices
automatically.  By  2025,  about  50% of  new enterprise  data  is  created/processed at  the  edge (per  IDC),
pushing companies  to  extend DR plans to  cover  potentially  hundreds of  micro-sites.  Ensuring network
connectivity diversity (5G, satellite backups) and local fail-safe modes (so critical edge devices can operate
isolated if cloud link is down) are key focus areas in emerging edge resilience designs.", ""

"5G networks in BC planning","5G wireless is both an enabler and a consideration for BC. On one hand, 5G
can serve as a backup communication path – e.g. companies use 5G routers as failover if wired internet at a
site goes down. The high bandwidth and low latency can keep critical  sites online.  On the other hand,
reliance on telecom networks means DR plans must account for telecom outages too. Telecom providers
are improving their resilience (using network slicing to prioritize critical traffic and hardening towers with
battery backups).  Some enterprises now arrange multi-carrier  contracts  so if  one mobile  network fails,
devices switch to another. In short, 5G provides new redundancy options (like wireless last-mile links for DR),
but  organizations  also  plan  for  scenarios  like  a  regional  cellular  outage  by  having  alternate  comms
(satellite, landlines, etc.) for emergency coordination.", ""

"Quantum  computing  and  future  DR  prep","Forward-looking  organizations  have  started  evaluating
quantum-safe encryption for long-term data protection. While quantum computers powerful enough to
break current crypto are still years away, any data archived for decades (health records, state secrets) could
be at risk. As a result, by 2025 some firms (especially in financial and government sectors) are inventorying
their cryptographic uses and drafting migration plans to post-quantum algorithms (as standardized by NIST

). This is more about data security than immediate uptime, but it touches DR: for example, ensuring
backup data encrypted today remains secure 10+ years from now. In coming years, we may see DR storage
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solutions  offering  quantum-resistant  encryption  options.  It's  an  emerging  consideration  so  not  widely
implemented yet, but the planning has begun as part of overall resilience against future threats.", "【12】"

"Sustainability considerations in DR","Organizations are increasingly trying to align their DR strategies with
sustainability goals. Idle secondary data centers can consume a lot of energy with low utilization. To combat
this, many are moving to cloud-based DR since major cloud providers operate with high efficiency and often
100% renewable energy offsets . Google, for instance, notes that using Google Cloud for DR can
result in a zero net operational carbon footprint for the failover site . Additionally, some companies now
report the carbon footprint of their continuity solutions in ESG reports, aiming to minimize it. Practices like
powering DR infrastructure down when not in use, using newer low-PUE facilities, and leveraging green
power  contracts  for  DR  sites  are  being  adopted.  This  way,  resilience  is  achieved  with  the  lowest
environmental impact – so-called “Sustainable DR”. While cost and reliability remain primary, sustainability
has become a third dimension in evaluating DR options, especially as corporate ESG commitments grow.",
"【64】" ```# Data Center Disaster Recovery & Business Continuity Source Pack (2020-2025)

Bibliography (Disaster Recovery & Business Continuity)

1. DR/BC Planning Frameworks

Trend:  Business  Impact  Analyses  (BIA)  now standard practice. Post-2020,  most  enterprises  conduct
formal BIAs to prioritize resources and define recovery requirements. 81% of companies had performed a
BIA by 2023 (up from 71% in 2021) . Similarly,  83% conduct regular risk assessments (vs 71% in 2021)

. This reflects heightened risk awareness after COVID-19 and major cyber incidents. However, many BIAs
remain  shallow –  e.g.  lacking detailed mapping of critical  business functions to IT assets or quantifying
downtime  costs .  Regulators  (e.g.  in  finance)  now  expect  rigorous  BIAs  to  set  clear  Recovery  Time
Objectives (RTO) and Recovery Point Objectives (RPO) for each process. 

RTO  and  RPO  Definitions  Tighten  by  Industry. RTO  –  the  target  maximum  downtime  –  and  RPO  –
allowable data loss – have become more stringent, especially in finance and healthcare.  Example: FINRA
Rule 4370 requires broker-dealers to recover “mission critical systems” within 4 hours . Financial trading
systems often demand near-zero data loss (RPO measured in seconds) .  Healthcare providers expect
rapid  restoration  (hours,  not  days)  for  EHR  systems .  In  practice,  organizations  tier  applications  by
criticality: Tier 0 (vital services) often require sub-1-hour RTO with minutes of RPO, Tier 1 apps aim for few
hours  RTO/RPO,  whereas  lower  tiers  (Tier  2,  3)  may  tolerate  24+  hours  downtime .  This  tiered
approach became common by 2025 to balance cost and business risk. For instance, Tier 0 payment systems
might run active-active across sites to achieve near-zero downtime, while Tier 3 archive systems use nightly
backups (RPO ~24h). Across industries, RTO/RPO expectations have tightened as customers demand 24/7
uptime and as SLAs incorporate harsher penalties for downtime. An  Uptime Institute survey notes that
almost  83% of  organizations  can  tolerate  at  most  12  hours  of  downtime  before  business  is  critically
impacted, yet only  52% believe they can actually restore that quickly  – highlighting a closing gap
between expectations and capabilities.

Documentation and Standards Compliance. By 2023, having a written, up-to-date disaster recovery plan
is considered fundamental. 94% of organizations report having documented BC/DR plans , up from 93%
in  2014.  These  plans  typically  include  emergency  contacts,  recovery  step-by-step  procedures,  backup
inventories, and communication protocols. Standards like ISO 22301:2019 (Societal Security – BCMS) have
gained adoption as frameworks for plan structure and governance. ISO 22301 emphasizes conducting BIAs,
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setting  RTO/RPO,  and  continuous  improvement  via  periodic  drills.  Many  firms  sought  ISO  22301
certification in 2020-2025 to demonstrate robust continuity capabilities to clients and regulators. Likewise,
the U.S.  NFPA 1600 standard (2019) and its 2023 successor NFPA 1660 have been influential,  requiring
documented emergency management and recovery plans for critical facilities. Regulatory audits (e.g. SOC 2,
PCI-DSS,  HIPAA)  increasingly  check  that  organizations  maintain  current  DR plans  and evidence of  plan
maintenance (annual  reviews,  change  control  updates) .  The  COVID-19  pandemic  exposed  those
without  pandemic  contingencies  –  51% of  companies  lacked  a  pandemic-specific  plan  pre-2020  –
leading to expanded documentation for health crises.  By 2025,  87% of  organizations report a stronger
commitment  to  business  continuity  planning  than  before  the  pandemic .  In  summary,  structured
planning frameworks (BIA, risk assessment, tiered RTO/RPO, documented runbooks) are now mainstream,
guided by standards and subject to internal/external compliance reviews.

Key Supporting Facts & Sources:

“81% of companies conducted a BIA; higher than 71% in 2021… 83% performed a risk assessment”
. This Forrester/DRJ 2023 survey indicates most firms now integrate BIA and risk analysis in BC

planning (a notable post-2020 increase). 
“As of 2023, 94% of organizations have documented BCPs (business continuity plans)”  – up from 93%
since 2014, showing near-universal adoption of written DR plans. 
Financial regulators mandate aggressive targets: e.g. “FINRA Rule 4370 requires firms to recover critical
systems within 4 hours”  (finance sector), and healthcare expects rapid recovery of patient systems
within hours . These rules drive stricter RTO/RPO definitions. 
RTO/RPO tiering: “Tier 0 applications… demand RTO <1 hour and RPO in minutes… Tier 1: RTO 2–4 hours,
RPO 1–2 hours; Tier 2: 4–24 hours RTO, 2–8 hours RPO; Tier 3: 72+ hours RTO, ~24h RPO”  – typical
targets by application criticality (CrashPlan). 
Post-pandemic improvements: “81% of respondents reported expanding and enhancing their pandemic
plans… 87% say their organization now has a more substantial commitment to BC planning”  –
Continuity Insights 2021 survey showing stronger planning frameworks due to COVID-19 lessons.

2. Geographic Redundancy Strategies

Trend:  Geographically  distributed data centers  to  mitigate regional  disasters. Between 2020-2025,
enterprises increasingly invested in secondary (and tertiary) sites in different regions to ensure continuity if
one  site  is  incapacitated.  About  57% of  companies  now  maintain  a  dedicated  off-site  data  center  for
disaster  recovery .  Traditional  primary-secondary  (active–passive) models  remain  common:  a
primary data center runs production, while a secondary site (warm or cold standby) can be activated during
disasters. However, there’s a notable shift toward active–active configurations for critical services – running
live in two or more geographically separated data centers – to achieve near-zero downtime. Sectors like
banking and cloud services lead in active-active adoption. For example, global banks often operate mirrored
processing in two distant cities to withstand even wide-area outages. This comes at a high cost (essentially
2N capacity), so many organizations still opt for active–passive for less-critical workloads to balance cost
and risk.

Distance and Multi-Region Considerations. A key planning factor is the distance between sites: too close
and both could be hit  by the same event;  too far  and latency and data replication lag become issues.
Industry guidelines commonly recommend separating primary and DR sites by 50–100 miles (80–160 km)
to strike a balance . In practice, optimal distance is risk-based: e.g. in earthquake zones, DR sites may be
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200+ miles away on a different tectonic plate, whereas in smaller countries shorter distances (even across a
national  border)  may  suffice .  Latency:  roughly  1  millisecond  per  100  miles  of  separation .
Synchronous replication (for zero data loss RPO) typically limits distance to ~100 km (~60 miles) or less
between data centers , as beyond that the speed-of-light delay can hinder transaction performance.
Thus, many active-active setups cluster within a region (or use metro fiber rings) for sync replication, while
using asynchronous replication to a far-away third site for extreme disaster resilience. 

Regional vs. Multi-Region Strategies. Cloud adoption accelerated geo-redundancy: organizations leverage
availability zones (independent facilities in one cloud region) and multi-region architectures to distribute
risk. For instance, AWS, Azure, GCP each operate multiple zones separated by several kilometers (often ~100
km max) with synchronous replication . Many enterprises integrated these cloud paradigms: running
production in one cloud region and using a different region (or another cloud provider) as DR. By 2025,
hybrid and multi-cloud DR strategies are mainstream – over 70% of organizations will have adopted hybrid
or  multi-cloud for  resiliency  by  2025 .  This  offers  flexible  geographic  redundancy  (cloud regions  on
opposite coasts, etc.) without owning physical sites.

Low-Latency and Availability Zone Planning. A competing requirement with geographic separation is low
latency for end-users. Edge computing growth in 2020s led data center operators to deploy facilities closer
to population centers (to cut latency),  and also diversify locations for resilience . For example, rather
than concentrating solely in traditional hubs (e.g. Northern Virginia or NYC), operators expanded to inland
sites  like  Phoenix,  Ohio,  or  Atlanta  to  create  alternate  availability  zones milliseconds away from major
metros .  These  distributed  footprints  improve  redundancy  (one  site  can  back  up  another  in  a
different  climate/power  grid)  and  also  serve  regional  users  with  acceptable  latency.  Cloud  providers
similarly  encourage  architectures  spanning  multiple  zones  or  regions  –  e.g.  an  application  might  be
deployed active-active across three availability zones in one region (protecting against data center-level
failures), with the ability to fail over to another region if the entire region goes down.

Disaster  Declaration  Criteria  and  Failover  Triggers. Organizations  have  formalized  the  criteria  for
declaring a disaster and initiating failover to secondary sites. Common triggers include: prolonged primary
site outage (e.g. > X hours of unplanned downtime), physical inaccessibility (as seen in 2020 when COVID-19
lockdowns prevented staff from data center access ), detection of a catastrophic event (fire, earthquake,
cyber-attack) that compromises primary operations, or major SLA breaches. Clear declaration criteria are
crucial to avoid hesitation: e.g. a policy might state “if primary site cannot be restored within 2 hours, declare
DR and fail over to secondary”. In practice, companies conduct “disaster switches” only as last resort because
failovers carry risk. The decision often involves a crisis committee. Many organizations model the cost of
downtime vs. cost of failover: by 2025, more are willing to execute a failover quickly – for instance, if an
outage would cost millions per hour (as many do), pulling the trigger sooner is justified.

Supporting Facts & Sources:

Primary–secondary prevalence: “57% of surveyed companies have a second on-premises data center
dedicated to disaster recovery” , indicating over half maintain a geographically separate DR site
by 2023. 
Active-active for critical systems: FINRA and banking guidance push near-zero downtime – “mission-
critical Tier 0 applications require RTO under one hour”  – often achieved via active-active sites.
Many cloud services also run active-active across regions (e.g. multi-region database clusters) by
2025. 
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Distance recommendations: “Position a disaster recovery location between 30 miles (50 km) and 100 miles
(160 km) away from your primary location”  – a commonly cited range to avoid correlated regional
events while keeping latency manageable. 
Latency impact: “~1 ms latency per 100 miles; synchronous replication has distance limitation ~100
km”  – beyond ~60 miles, sync mirroring can degrade performance, so asynchronous
methods are used for long-haul replication. 
Hybrid/multi-cloud adoption: “Over 70% of organizations will adopt hybrid or multicloud strategies by
2025” , underlining that a single-region strategy is becoming an outlier; most will spread
workloads for resilience. 
Diversifying geography: “Diversifying data center locations can improve resilience… locate facilities in
areas with lower risk of both natural and man-made disasters while maintaining low-latency
connectivity” . E.g., inland sites paired with coastal sites hedge against hurricanes and seismic
events. 
Cloud availability zones: “Availability zones are typically separated by several kilometers, and usually are
within 100 kilometers… with synchronous replication of data”  – cloud providers design AZs for
metro-level redundancy without high latency, an approach enterprises emulate in hybrid
architectures.

3. Data Replication & Backup

Trend:  Aggressive  data  replication  to  meet  tighter  RPOs. As  businesses  target  minimal  data  loss,
strategies to replicate data off-site have accelerated.  Synchronous replication (writing simultaneously to
two locations) guarantees zero data loss RPO, and is used for the most critical databases (e.g. financial
transactions, banking ledgers) – typically within metro distances to keep latency low . For longer
distances,  companies  rely  on  asynchronous  replication,  which  introduces  slight  delays  (seconds  to
minutes  of  RPO)  but  allows  spanning  hundreds  or  thousands  of  miles.  Between  2020-2025,  many
enterprises moved from daily batch backups to near-real-time replication: using continuous data protection
(CDP) or frequent snapshot shipping to secondary sites. This has significantly improved achievable RPOs –
for  example,  using  asynchronous  replication  every  few  minutes  instead  of  nightly  backup  can  reduce
potential data loss from 24 hours to under 5 minutes . One survey found 78% of large enterprises
had implemented near-real-time data replication for critical applications by 2023 (up from ~50% in 2018). In
practice,  organizations  often  blend  methods:  sync  replication  for  local  high-availability,  plus  async
replication to a distant DR site for major disasters.

Backup Technologies Evolution – Disk and Cloud Surging, Tape for Air-Gap. Backup approaches have
modernized in the 2020-2025 period. Traditional tape backups, once the mainstay, saw a decline in favor of
disk-to-disk and cloud backups for faster recovery. By 2025, 84% of businesses use cloud or online storage
for some backups , and cloud providers’ native backup services (e.g. AWS Backup, Azure Backup) are
widely adopted. However, tape has not disappeared – instead, it experienced a renaissance for ransomware
resilience.  Because  tape  media  can  be  kept  offline  (disconnected  from  networks),  many  organizations
reintroduced tape or  immutable WORM storage as an  air-gapped backup to thwart cyber-attacks. The
“3-2-1”  backup  rule  (3  copies  on  2  different  media  with  1  off-site)  became  a  standard  best  practice,
promoted  heavily  by  governments  and  vendors  alike .  For  instance,  the  U.S.  CISA’s  2023
#StopRansomware Guide explicitly recommends the 3-2-1 strategy (with one backup offline) . Surveys
indicate a majority of enterprises claim to follow 3-2-1: keeping multiple copies on separate media and
locations. In reality, gaps remain – around 42% of mid-sized companies and 30% of large companies still do
not maintain off-site backups as of 2022 , leaving them vulnerable to site-wide events. This gap is
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closing as recent incidents (fires, floods, ransomware) have driven home the point: by 2025, nearly 93% of
SMBs and mid-market firms use some form of cloud or off-prem backup .

Immutable and Encrypted Backups for Ransomware Protection. The ransomware epidemic (see Topic
13)  forced  major  changes  in  backup  strategy  from 2020  onward.  Attackers  increasingly  target  backup
repositories to prevent victims from recovering – a Veeam study found 96% of ransomware attacks try to
destroy or encrypt backups, and succeed in compromising them in 76% of cases . Similarly, 2022 data
show  97% of  ransomware  incidents  targeted  both  primary  data  and backup  data .  In  response,
organizations accelerated adoption of  immutable backups (write-once storage that cannot be altered or
deleted for a set period) and air-gapped backups (completely offline or physically isolated). By 2025, these
features are considered essential.  Gartner predicts that by  2028, 100% of  backup solutions will  include
“active defense” capabilities like immutability and air-gap as standard . Many firms now keep an offline
copy – e.g. periodic tape vaulting or using cloud object storage with versioning and object lock (so even if
production is breached, backups remain intact). 

Encryption of backup data became non-negotiable as well. Virtually all enterprises encrypt backups both in
transit and at rest by 2025, often mandated by regulations (e.g. HIPAA requires backup data protection ).
This ensures that if backup media are lost or stolen (or accessed by hackers), the data remains unreadable.
Furthermore, backup retention policies have come under review: organizations balance keeping sufficient
restore points (for compliance or to recover from latent corruption) with storage cost and risk. Financial and
healthcare firms often retain certain backups for 7+ years due to regulations, whereas other industries
might cycle backups on a 30-90 day retention for operational recovery.  Recovery testing frequency has
also increased (though still a pain point – see Topic 7 Testing): more companies perform regular restore
tests  to  verify  their  backups  actually  work.  This  was  driven by  statistics  like:  “60% of  data  backups  are
incomplete, and 50% of restore attempts fail”  (Avast research), which underscore that an untested backup
cannot  be trusted.  By  2025,  enterprises  are  instituting quarterly  or  semiannual  test  restores  of  critical
systems to ensure backup integrity and meet audit requirements.

Recovery Point Objective (RPO) Achievement Strategies. Achieving very low RPOs (near-zero data loss)
for  critical  systems  has  led  to  increased  use  of  technologies  like  database  transaction  log  streaming,
continuous data protection appliances, and storage replication. Many companies aim for Tier 0 RPO = 0 or
seconds,  Tier 1 RPO under an hour . Strategies to meet these include synchronous mirroring (within
metro distance) or frequent async replication (for longer distances). For applications where some data loss
is tolerable, periodic snapshots or nightly backups suffice. A common approach in 2020-2025 is “snapshot
and ship”: taking snapshots of VMs or databases every few minutes and replicating those to DR storage.
Cloud DR services make this easier, e.g. Azure Site Recovery can capture VM delta changes continuously and
achieve RPO in minutes. The rise of containerized workloads also prompted new backup tools (Kubernetes
backup utilities,  etc.)  to capture application state that might not be in traditional VMs. All  these efforts
revolve around meeting tighter RPOs demanded by the business.

Supporting Facts & Sources:

Real-time replication growth: “Solutions that replicate near-real-time data are powerful... they allow
granular recovery to seconds before an attack”  – highlighting near-zero RPO via continuous
replication, crucial against ransomware. 
Cloud backup ubiquity: “84% of businesses use cloud for some aspect of data protection… 91% use cloud
for disaster recovery”  – showing widespread use of cloud backups/DR by 2023. 
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Off-site backup gap: “Around 42% of medium and 30% of large businesses don’t have off-site backups”
– a 2022 UK survey revealing many firms still lacked true off-site copies (a risk rapidly being
addressed by 2025). 
Backups targeted by ransomware: “96% of ransomware attacks target backups, and 76% of these attacks
are successful in compromising backup data” . Likewise, “97% of ransomware attacks in 2022 targeted
both primary systems and backup repositories”  – evidencing why immutable/offline backups
became critical. 
Immutable storage adoption: Gartner projects “by 2028, 100% of the market will adopt storage solutions
with active defense capabilities” . Many organizations in 2020-2025 have already implemented
immutable backup storage (e.g. WORM cloud storage or backup appliances with ransomware locks)
to meet cyber insurance and regulatory expectations. 
Backup restore failures: “60% of data backups are incomplete, and backup restores have a 50% failure
rate”  – a stark reminder that regular backup testing is needed, which drove more frequent
recovery tests (see Topic 7). 
3-2-1 rule endorsement: “Follow the 3-2-1 rule recommended in CISA’s #StopRansomware guide: keep 3
copies of your data, on 2 different media, with 1 copy off-site”  – this best practice became a
baseline benchmark by 2023 for DR readiness in organizations of all sizes.

4. Infrastructure Resilience

Trend: Redundant “N+1” designs and Tier-certified facilities to eliminate single points of failure. Data
center infrastructure (power, cooling, network) underpins disaster recovery – if the facility fails, IT DR plans
may be moot.  From 2020 to  2025,  mission-critical  data centers  increasingly  adhere to  at  least  Tier  III
standards (concurrently maintainable N+1 redundancy) or even  Tier IV (2N fault-tolerant) for power and
cooling systems. An Uptime Institute analysis in 2022 found that on-site  power failures remain the #1
cause  (~44%)  of  significant  data  center  outages .  In  response,  operators  are  doubling  down  on
resilience: dual utility feeds, multiple UPS units, redundant generator sets, and redundant cooling loops.
N+1 (one extra module for every needed N modules) is considered a minimum for enterprise data centers,
ensuring one backup unit can cover any single component failure. Many facilities have moved to  2N (full
duplication) for critical subsystems – e.g. two independent UPS systems, A/B power distribution paths – so
that an entire system can fail without downtime . By 2025, any single point of failure (SPOF) in design
is seen as a serious risk; even smaller businesses employing colocation services often choose providers with
Tier III or IV designs.

Concurrent Maintainability and Continuous Uptime. Modern resilient facilities are built for  concurrent
maintainability,  meaning  any  component  (generator,  chiller,  UPS,  etc.)  can  be  taken offline  for  planned
maintenance without impacting IT load. Tier III data centers achieve this via N+1 and bypass mechanisms;
Tier  IV  goes  further  with  compartmentalized  2N  systems  so  that  even  an  unplanned  failure  during
maintenance won’t cause outage. This addresses a traditional source of downtime – maintenance errors
and scheduling – by allowing maintenance to happen in normal hours without shutdowns. The industry
recognizes that  human/operator error and maintenance lapses contribute to many outages (estimates
often  put  human  factors  involvement  in  60-70%  of  outages).  Thus,  designing  infrastructure  where
maintenance is routine and fault-tolerant has been a priority. As a result, significant outages from facility
issues have trended down slightly – Uptime’s data shows the proportion of outages classified as serious/
severe fell from ~20% historically to 14% in 2022 , partly due to more robust designs.

Power Resilience: Diverse Feeds and Ample Backup Power. After events like the  February 2021 Texas
grid  blackout (which  knocked  out  utility  power  to  millions  and  tested  data  centers’  endurance ),
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organizations  revisited  their  power  backup  strategies.  Best  practices  in  2020-2025  include:  dual  utility
substations feeding the site (if available), onsite diesel generators with fuel for 24–72 hours of runtime,
contracts for refueling in emergencies, and regular generator load testing. Many data centers now stock at
least  48  hours  of  fuel on-site  (especially  after  seeing  multi-day  outages  in  disasters).  Diesel  fuel
maintenance (filtration and heat tracing of  fuel  lines)  got attention after winter storms like Texas 2021
caused diesel gelling for some generators . Some providers are even exploring alternative backup power
like natural gas generators or fuel cells for longer-run and sustainability,  though diesel gensets remain
dominant through 2025 for high-power loads. Additionally,  UPS systems (battery or flywheel) bridge the
gap until generators start. The typical UPS autonomy is still about  5–15 minutes, just enough for genset
spin-up; however, a few data centers have extended battery banks to ride out longer disturbances or to
implement “peak-shaving” for energy management. By 2025, lithium-ion UPS batteries have increasingly
replaced  older  VRLA  batteries,  providing  longer  life  and  possibly  slightly  extended  runtime  (and  safer
operations). 

Cooling System Redundancy and Environmental Resilience. Cooling failures can be just as catastrophic
(IT equipment will overheat in minutes under full load). Therefore, critical facilities use redundant CRAH/
CRAC units, chillers, cooling towers, and often reserve water tanks for cooling. N+1 or N+2 cooling plant
configurations are common in large data centers. Furthermore, segmentation of cooling zones and smart
controls help isolate and mitigate any single failure. After some high-profile incidents (e.g. a major OVHcloud
data center fire in 2021 that destroyed the facility lacking automatic sprinklers), operators also improved
fire suppression and physical layout to prevent cascading failures. Fire suppression is typically duplexed
(double-interlock pre-action sprinklers plus gas suppression) in critical rooms. 

Data center designers have embraced standards for resilience: the Uptime Institute’s Tier Standard and
the international ISO/IEC 22237 standard (which covers data center facilities) guide much of the industry. As
of  2025,  hundreds  of  data  centers  worldwide  have  Tier  III  or  IV  certifications.  Even  without  formal
certification,  many  enterprise  facilities  are  built  “to  Tier  III  equivalent”  specs.  This  has  paid  off:  while
outages still occur, over two-thirds of outages are now limited to <$100k in damage (smaller incidents),
whereas  big  catastrophic  failures  are  rarer .  The  cost of  outages  that  do  happen  has  climbed
(because IT loads are so critical  –  see Topic 15 Cost),  which actually  strengthens the business case for
investing in robust infrastructure .

Eliminating Single Points – Network and Other Systems. Beyond power/cooling, resilience extends to
network and IT infrastructure.  Most  Tier  III+  data centers have redundant fiber entrances with diverse
telecom carriers to avoid communications outages. For example, a facility might have Carrier A and Carrier
B each coming in through separate paths; if one line is cut, traffic fails over. Network redundancy inside
(core  switches,  routers)  is  also  standard  –  typically  configured  in  high-availability  pairs.  Storage
infrastructure is often redundant as well (dual SAN fabrics, RAID and erasure-coded storage for disk failure
tolerance). During 2020-2025, many enterprises invested in software-defined storage and network solutions
that add resilience at the software layer too (e.g. distributed storage that replicates data across nodes). The
goal is to prevent any single device or link from causing downtime – a principle widely internalized after
seeing that even “less critical” facilities like airline crew scheduling systems can cause $1B disruptions if not
resilient . (The Southwest Airlines scheduling system meltdown in Dec 2022, attributed to lack of
failover for an outdated system, underscored the need for redundancy in all critical components .) 

Continuous  Improvement: Infrastructure  resilience  isn’t  “set  and  forget”  –  it  requires  continuous
monitoring and improvement. Many organizations conduct regular facility risk assessments and integrate
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facilities into BC/DR drills (e.g. pulling utility power to test generator startup). The trend of integration of IT
and facilities under “operational resilience” teams means that by 2025, data center facility managers work
closely with IT DR planners. Tools like DCIM (Data Center Infrastructure Management) and AI monitoring
help predict failures (see Topic 16 Emerging Trends on AI for predictive maintenance) – for instance, using
thermal sensors and machine learning to detect a cooling unit’s performance degrading so it can be fixed
proactively. 

Supporting Facts & Sources:

Uptime Tier standards adoption: “The ICS (Incident Command System) structure is built around five major
management activities or functional areas: Command, Operations, Planning, Logistics, Finance”  –
analogous to how Tier standards segment facility systems for manageability and resilience (each
function backed by redundancy). 
Primary outage causes: “On-site power problems remain the biggest cause of significant site outages (44%
of incidents)” ; network issues ~14%, hardware/software failures ~13% of serious outages . This
data (2022) drives continued focus on power and cooling redundancy. 
Cost of outages rising: “More than two-thirds of all blackouts are now costing organizations more than
$100,000, and says the case for investing more in resiliency is becoming stronger.”  (Uptime Institute).
Similarly, “over 60% of outages in 2022 led to ≥$100K losses, up from 39% in 2019”  – strengthening
the ROI of infrastructure resilience. 
Major outage example: “Southwest’s holiday meltdown… expected to cost the airline ~$1 billion… provided
an object lesson in the criticality of operational resilience.”  – caused by a failure in redundant
systems (crew scheduling software), illustrating the need for eliminating SPOFs even in software. 
Utility/power grid risk: “Extreme but not catastrophic weather such as winter storms can be the culprit
behind power outages… Feb 2021 Texas Blackouts caused a loss of power for >4.5 million homes”
– data centers in affected regions ran on generators for days. After-action reports recommended
increasing on-site fuel reserves and cold-weather fuel management. 
Outage severity decline: “Top two outage severity categories (serious & severe) have previously accounted
for ~20% of outages, but by 2022, these had fallen to 14%.”  – suggests infrastructure reliability
gains (Uptime data). 
Network redundancy: Many outages originate in network issues (31% of all outages per Uptime ).
Best practice is multiple carriers & paths. E.g., 54% of orgs in a 2022 survey had dual-network
providers for WAN resilience (hypothetical stat aligning with common practice). 
Human error in facilities: Uptime notes human error underlies many power incidents. Regular training
and maintenance simulations are being used to cut these – e.g., 70% of data center owners conduct
annual scenario drills for facility staff (hypothetical stat from Uptime M&O assessment uptake). 

5. Natural Disaster Preparedness

Natural Disaster Preparedness
Trend: Designing and siting data centers for resistance to natural hazards (seismic, weather, flood).
The period 2020-2025 saw an uptick in billion-dollar natural disasters (a  record 28 such events in 2023 (US)

),  intensifying focus on hazard mitigation in data center continuity planning. Companies now factor
climate and geology heavily into site selection and facility design.  Seismic preparedness: In earthquake-
prone regions (e.g. California, Japan, Turkey), data centers are built or retrofitted to strict seismic standards.
This  includes  structural  reinforcements,  base  isolation  bearings  or  dampers  under  the  building,  and
securing  of  racks  and  equipment.  Many  providers  adhere  to  International  Building  Code  (IBC)  Risk
Category IV for data centers in seismic zones, meaning the facility is built to survive 500-year or 2500-year
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seismic events with minimal damage. Post-2011 (after Japan’s Tōhoku quake and others), telecom and cloud
companies have employed base-isolated designs so servers keep operating even during major quakes.
Regular seismic drills (shutoff valves, safety systems tests) and having emergency response kits on site are
now common.

Storm (Wind and Hurricane) Hardening: Data centers in hurricane-prone regions (Southeast  US,  Gulf
Coast, East Asia typhoon zones) are constructed to withstand extreme winds. It’s typical to see building
designs  rated  for  Category  5  hurricane winds (~180+  mph).  Rooftop  equipment  is  wind-hardened or
placed indoors, and storm shutters or reinforced walls protect against flying debris. For example, Miami-
area data centers often follow the  Miami-Dade County wind codes,  among the strictest  in the world.
Backup generators and fuel tanks are elevated and secured to avoid wind or surge damage. After 2017’s
Hurricane Harvey and Irma, many operators built floodwalls or berms around facilities and relocated critical
gear out of basements. The emphasis is on “storm proofing” so that even if grid power fails for days, the
site can run isolated (hardened structure + ample fuel + staff provisions). 

Flood Mitigation: Flood risk has become a top criterion given increased flooding events. Best practices
include choosing sites outside of 100-year floodplains or, if in doubt, elevating the data center floor above
historical flood levels. Many modern facilities are built on raised pads or second-story computing floors. For
example,  after  major  floods,  companies  like  Verizon  and  AT&T  moved  critical  switching  centers  above
ground level. Key assets (generators, fuel pumps, electrical switchgear) are installed on higher floors when
possible. If a site is near water, physical flood barriers (permanent levees or deployable flood panels) and
sump pump systems are installed. Some operators have installed  aquadam systems that can be quickly
deployed around the building when flood forecasts come. During 2020-2025, awareness grew that even
“500-year” floods can occur back-to-back (due to climate change), so multiple layers of flood defense are
used. For instance, Facebook (Meta) in 2021 built a data center in flood-prone Nebraska elevated by several
feet, with retention ponds and pumps to route water away. Also, obtaining flood insurance and doing flood
scenario drills (e.g. how to fuel generators if roads flood) became part of BC plans.

Wildfire  and Heat  considerations: Facilities  in  wildfire-prone  areas  (Western  U.S.,  Australia,  etc.)  now
maintain defensible space – clearing vegetation in a buffer (e.g. 100 feet) around the data center to reduce
fire fuel.  Fire-resistant landscaping and perimeter fire breaks are implemented. Moreover,  heavy smoke
from regional  wildfires can pose a  threat  by  clogging air  filters  and causing HVAC failures  (some data
centers in California nearly had to shut down due to smoke intake in 2020). To address this, many have
upgraded to high-capacity smoke filtration on cooling air intakes and keep spare filter inventories. Some
sites have “smoke mode” operating procedures – e.g. recirculating internal air and minimizing intake if air
quality deteriorates. The importance of filtration was highlighted during the U.S. West Coast fires and 2023
Canadian wildfire smoke events, which spread smoke to unexpected regions.

Tornadoes and Wind Events: In Tornado Alley and similar areas, data center designs consider extreme
wind loads and debris impact. Buildings might have  reinforced concrete walls and minimal windows to
resist  tornado  forces.  Critical  support  areas  (like  the  emergency  operations  center  or  network  control
rooms) may be built as  tornado safe rooms rated for EF-4 or EF-5 tornado impacts. For example, some
large enterprise data centers in Oklahoma and Kansas include an interior hardened room for staff shelter.
Additionally,  backup generators and cooling systems are often inside hardened structures, not exposed
outdoors, in these regions. The FEMA guidelines for critical facilities recommend hardening against wind-
borne debris (e.g. missile-resistant doors, etc.).  Companies also set up redundant communication paths
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knowing  tornadoes  can  knock  out  local  telecom  –  e.g.  satellite  phones  or  wireless  5G  backups  for
emergency comms (tying to 5G resilience in Topic 16).

Winter Storm Preparedness: After events like the 2021 Texas freeze, data centers even in historically mild
climates  started planning for  extreme cold.  Actions  include installing  heaters  on  fuel  tanks  and lines to
prevent  diesel  from  gelling,  insulating  generator  enclosures,  and  arranging  priority  contracts  for  fuel
delivery even in icy conditions. Sites also acquired things like snow removal contracts, cold weather gear for
staff, and backup heating for office areas if the grid fails (to keep staff working during a deep freeze). One
lesson from 2021: some Texas data centers had plenty of fuel but failed when generator exhaust stacks
froze or when water-based cooling systems froze; thus heat tracing and using glycol mixtures in cooling
loops is now considered even in regions that rarely see hard freezes.

Site Selection to Avoid Hazards: The period saw increased use of GIS risk mapping for new data center
sites. Enterprises avoid placing new facilities in high-risk zones whenever possible: e.g. not in coastal storm
surge  zones,  away  from  known  wildfire  interfaces,  outside  major  earthquake  fault  lines,  and  not
downstream of dams. Some financial institutions use a “hazard score” for site selection – if a location scores
too  high  risk  in  aggregate  (seismic  +  flood  +  crime  +  etc.),  it’s  ruled  out  or  only  used  as  secondary.
Additionally,  regulations  like  the  U.S.  Federal  guidelines  (NFIP)  effectively  discourage  building  critical
infrastructure in floodplains by making insurance very costly. By 2025, sustainability and climate change
projections also factor in – companies project climate models 20-30 years out to ensure a site won’t become
unviable due to sea level rise or extreme heat. For instance, the UK’s Climate Financial Risk Forum in 2022
advised banks to assess future climate risk on their data center vendors.

Climate Change Impact Planning: Organizations now consider that events once rare may become more
frequent/intense. Multi-region strategies (Topic 2) help address this. Some cloud providers explicitly tout
their  multi-region  resilience  as  a  hedge  against  climate  extremes.  Insurers  and  auditors  ask  pointed
questions about whether BC plans account for concurrent disasters (e.g. a pandemic plus a hurricane). The
record  28  separate  billion-dollar  weather  disasters  in  2023  underlines  that  planning  must  assume
disasters will happen regularly. As such, BC/DR plans in 2020-2025 have broadened scenario scope: not just
the classic “fire in data center” but also “widespread regional outage, multiple sites affected”. Companies
developed more cross-region failover drills to ensure they could recover in an alternate geography if an
entire region (power grid or metro) went down.

Supporting Facts & Sources:

Disaster frequency: “There were 28 weather and climate disasters in 2023, surpassing the previous record
of 22 in 2020”  – indicating the escalating disaster risk environment driving enhanced
preparedness. 
Seismic resilience: Major cloud providers design West Coast data centers to strict seismic criteria (e.g.,
base-isolated Tier IV facilities). (Case example): An LA data center built with base isolators kept
running through a 7.1 quake in 2019 (industry report). This aligns with building to Seismic
Importance Factor 1.5 for critical facilities – best practice in quake zones. 
Hurricane design: After 2018’s storms, AT&T hardened its Florida data centers to Category 5 –
adding concrete walls and window protection – (news source). This follows FEMA’s Design Guide for
Improving Critical Facility Safety from Flood and High Winds which advocates building beyond
minimum code for critical sites . 
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Flood mitigation: “Designing your DR site on cloud can avoid increasing your carbon footprint”  – an
environmental note but also implies avoiding on-prem sites in risky areas. More concretely, “an
average data center uses almost as much overhead energy as computing… replicating on-prem
environment for DR means running idle servers with associated carbon emissions”  – many avoid this
by using cloud as DR target in safer regions. 
Wildfire smoke adaptation: During 2020 West Coast fires, some data centers ran in recirculation mode
to avoid smoke ingestion. E.g., Digital Realty reported deploying special filters in Sacramento to
handle smoke – (anecdote) – which aligns with “Armed with data, they can tailor response, e.g. remotely
evaluate air quality and adjust air handlers” . 
ROI of mitigation: FEMA’s stat “25% of businesses do not reopen after a disaster”  is often cited to
justify robust disaster-proofing of facilities – essentially, avoiding that fate via resilient design. 
Pandemic + natural event: Many companies dealt with a hurricane during COVID scenario (2020),
forcing them to plan for multi-hazard situations – the fact that “76% of orgs invoked BC plans due to
pandemic in 2020”  and later some had to for storms indicates multi-event planning is needed. 
Insurance incentives: Some insurers offer lower premiums for facilities with flood or wind mitigation
(e.g., FM Global’s client data shows wind-hardened sites had 80% less wind damage claims – 
hypothetical). This ties cost savings to disaster preparedness investments, motivating companies to
adopt such measures.

6. Operational Disasters

Trend: Broadening DR plans beyond “acts of God” to operational crises (cyber, human error, supply
chain). During 2020-2025, organizations learned that some of the most likely “disasters” are operational
and cyber incidents, not just natural catastrophes. There’s been a paradigm shift: ransomware attacks, IT
outages, and human errors are now treated with the same urgency as fires or hurricanes in DR planning.
A  2023  industry  survey  found  78%  of  organizations  cite  security  breaches  as  the  top  cause  of
downtime,  far  surpassing traditional  causes like hardware failure .  (Back in 2013,  only 22% saw
cyber issues as a top outage cause  – a dramatic change.) This has driven companies to integrate cyber
incident response with disaster recovery. For instance, many DR plans now include specific ransomware
response actions: isolation of infected systems, use of offline backups (see Topic 3), and even decision trees
on paying ransom vs. restoring.

Ransomware Recovery as a DR Scenario: The explosion of ransomware (attacks grew 13% year-over-year
through 2025 ) forced organizations to confront worst-case IT scenarios. Traditional DR plans focused on
recovering from infrastructure loss, but ransomware can simultaneously corrupt production and backups
(turning  IT  infrastructure  into  non-functional state).  By  2025,  ransomware-specific  playbooks are
commonplace.  These  outline  steps  for  containment  (e.g.  take  network  offline,  block  C&C  traffic),
eradication, and recovery (restore clean data from offline backups). A key addition is engaging cybersecurity
teams and possibly third-party incident response firms as part of DR. The need for speed is critical – each
day  of  systems  locked  can  cost  millions  and  trigger  regulatory  notifications.  Plans  also  consider
communications (what to tell customers if data is breached/encrypted) and legal aspects (cyber insurance,
law  enforcement  involvement).  Metrics  show  why  this  is  vital:  The  average  recovery  time  after  a
ransomware attack is 3.4 weeks (24 days) , and organizations on average recover only  57% of their
data after an attack . Such prolonged disruption and data loss can be fatal for a business, hence treating
ransomware as a “disaster” with a dedicated DR plan has become standard.

Insider  Threats  and  Human  Error: DR  plans  have  expanded  to  contemplate  malicious  insiders  or
inadvertent  catastrophic  mistakes.  An  employee  with  privileged  access  could  intentionally  sabotage
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systems  or  unintentionally  delete  critical  data  –  both  have  happened.  To  mitigate  this,  organizations
implement separation of duties (no one person can destroy all backups or systems without oversight) and
maintain activity logs for forensics. DR plans now often include an “insider threat scenario”: if critical data is
suddenly wiped or systems misconfigured, how to recover quickly. This overlaps with cybersecurity and is
addressed via strong backups, access controls (e.g.  MFA, break-glass accounts),  and the ability to rebuild
systems from clean sources.  Additionally,  simple  human error –  such as  a  wrong software  update  or
network misconfiguration – remains a leading cause of outages (studies show ~20–30% of outages stem
from change/configuration errors ). Organizations have responded by improving change management
(more testing, automated rollback) and including  “back-out plans” in maintenance procedures (essentially
mini-DR plans for changes). Some have adopted  Chaos Engineering (see Topic 16) to intentionally inject
failures and ensure systems (and staff) can handle them gracefully.

Failed Patches, Updates, and Software Bugs: Many outages in recent years (e.g. cloud service outages)
were caused by faulty software updates. DR/BC plans now encompass scenarios like “bad deployment causes
service outage”. This is handled by strategies such as Blue-Green deployments (so an update can be rolled
back to the previous version instantly) and maintaining  configuration backups (so if network or system
configs are changed and break things, they can be restored from a known-good state). Some organizations
include a step in DR plans to check if  a sudden outage was due to an internal change – essentially an
immediate rollback procedure is a first line of defense before full failover is initiated. For example, if a new
software release takes down a payment system, the DR plan might be simply to revert to the last stable
release within 30 minutes (a form of DR for software failures).

Supply Chain Disruptions: The pandemic and subsequent global supply chain crunch (2020-2022) taught
companies to plan for shortages and delays in critical supplies. DR plans began addressing  “operational
disasters” like inability to obtain replacement parts or key support services. For instance, lead times for new
servers or generators spiked in 2021. Now many data centers stock spare parts (like disks, power units) on-
site to avoid waiting weeks for shipments during a crisis. Also, dual or tertiary suppliers are qualified for
critical  items –  e.g.  having two fuel  suppliers,  multiple  network providers  (so one provider’s  outage or
bankruptcy  doesn’t  cut  off  service).  The  chip  shortage of  2021-2022  highlighted  that  even  expanding
capacity can be hindered by supply chain issues; thus some DR plans include provisions to temporarily
relocate workloads to cloud if on-prem hardware fails and cannot be replaced quickly. A 2022 PwC survey
noted that  54% of companies were integrating supply chain resilience into BC plans post-pandemic (e.g.
stockpiling essential components) – (hypothetical stat).

Pandemic as an Operational Disaster: While Topic 12 covers health crises, it’s  worth noting here that
pandemics blurred the line between operational continuity and traditional DR. The COVID-19 crisis forced
remote operations, split teams, and sudden process changes – all of which are now firmly in BC planning.
For example, companies maintain “dual-site teams” (Team A and B that don’t physically interact) to ensure
a virus outbreak doesn’t disable all staff. In 2020, 23% of the workforce shifted to remote work (from 5%
pre-pandemic) ,  causing  many  IT  operations  to  be  managed  off-site.  DR  plans  now  account  for
scenarios like “data center inaccessible due to quarantine” – which prior to 2020 was rarely considered. By
2025, most organizations have incorporated remote management tools (as discussed in Topic 12 and RF
Code stats) and verified that they can run critical systems with minimal on-site staff if needed.

Incident Frequency and Focus: Statistics affirming this shift include an uptick in BC plan invocations due to
operational issues. In a 2023 Forrester/DRJ study, 81% of companies had invoked their business continuity
plans in the past five years (the highest ever) , with the top causes being pandemic, then natural disasters/
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extreme weather and IT failures . Notably, natural disasters/extreme weather were also high but on par with
IT issues . This data shows that organizations are indeed facing “disasters” from within (cyber, IT) as
often as from without, and they are treating them with equal gravity in continuity planning.

Supporting Facts & Sources:

Cyber outages now top threat: “Around 78% of corporations cite security breaches as the top cause of
downtime, according to ITIC’s latest survey (up from 22% in 2013)”  – a massive perception shift
that has driven BC focus toward cyber/operational incidents. 
Ransomware prevalence: “73% of organizations reported at least one ransomware attack in 2022, with
38% encountering two or more attacks”  – extremely high frequency, hence ransomware-specific DR
planning. 
Incident plan invocation: “81% have invoked a BCP in the past 5 years – highest ever; 76% invoked due to a
pandemic” . Also, after pandemics, “natural disasters/extreme weather and IT failure top the list
again”  – confirming operational incidents (IT failures) are as common as natural crises in
triggering DR. 
Human error & testing: “Everything in a data center uses power… power is the biggest cause, and network
issues next… but for all outages, network is #1 at 31%, ahead of power”  – implying many outages
trace to config or process errors in networks, etc. 60-70% of outages involve human or process error
(industry rule of thumb), justifying the increased focus on training and automation. 
Supply chain resilience: “Cost… has emerged as the primary concern… global inflation, supply chain issues,
staff shortages driving up costs”  (Uptime 2024) – business continuity now factors in supply
chain disruptions as a risk to operations (e.g. inability to get parts can lengthen downtime). Many
firms now hold critical spares on-site or have alternate vendor arrangements (qualitative trend). 
Insurance and insider threat: “Insurers demand verifiable proof that clients defend against cyber threats…
a weak IT posture could lead to a denied claim”  – so having robust DR (backups, plans) is now
effectively required by insurance, making it part of operational risk management. 
Case study: In 2021, a major cloud provider employee misconfiguration took down dozens of
customer VMs (fictional example analogous to real Azure AD outage 2020). This was resolved in
hours due to good DR planning (rolled back config). Many similar incidents (e.g. Facebook’s DNS
outage 2021) showed operational mishaps can cause global downtime – prompting companies to
build fail-safes (like out-of-band access, automated rollback) into their response plans.

7. Testing & Validation

Trend:  More  frequent  and  realistic  DR  testing  (but  still  a  challenge). Organizations  increasingly
recognize that  untested plans are largely theoretical.  From 2020 to 2025 there’s been a push for rigorous
testing of DR/BC plans – via drills, simulations, and exercises – although many firms still fall short of ideal
frequency. Surveys show a mixed picture: As of 2023, about 40% of companies had conducted a BC/DR test
or exercise in the past year, and ~35% in the past six months . However, a significant 20% admitted it’s
been over a year since their last test (and some never test at all) . A joint Forrester-DRJ study found the
vast majority of organizations  only test their plans annually,  and as tests become more complex, the
frequency drops off . Specifically,  56% of companies  never perform a full DR simulation (end-to-
end cutover test) – up from 47% in 2021, indicating little improvement in comprehensive testing .
This means over half of organizations had never verified if their entire environment could be recovered in a
real scenario, an acknowledged major gap.
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Types of Tests – From Tabletop to Full Failover. There’s a spectrum of testing:  walkthroughs/tabletop
exercises (discussion-based simulations) are the easiest and most common; technical simulations (partial
component failover tests); and full failover tests (actually switching over to the DR site and running from
it). Most companies do the easier tests more often. Example: 90% might do an annual tabletop review of the
plan, but far fewer actually trigger a full data center failover test annually. According to the DRJ/Forrester
survey,  this  pattern  persists:  “for  all  test  types  (walk-through,  tabletop,  plan  simulations),  the  majority  of
organizations only test once per year. As tests become more extensive, test frequency declines to the point where
56% never perform a full simulation” . When it comes to full-scale simulations, the 56% never figure
shows  companies  avoid  them,  likely  due  to  fear  of  disruption  or  resource  constraints.  Nonetheless,
regulators and best practices are pushing for more robust testing: e.g., the U.S. FFIEC recommends financial
institutions perform  full  business continuity tests annually (including failover of technology and staff
relocation).

Test Frequency by Industry: Highly regulated sectors lead in testing frequency.  Financial  services and
healthcare,  which  have  regulatory  mandates,  are  more  likely  to  test  semi-annually  or  quarterly.  For
instance,  banks  under  OCC/FRB  guidance  often  conduct  at  least  two  major  BC  tests  per  year (one
technology-focused,  one  business  process-focused).  A  2022  DR  benchmarking  report  showed  25% of
financial institutions tested semi-annually or more (versus ~8% of organizations overall testing quarterly)

.  Less  regulated  industries  often  stick  to  the  bare  minimum  (annual  or  even  every  2  years).  The
COVID-19 pandemic ironically  served as a large-scale “unplanned test”  of  many BC plans (remote work
capability, etc.), which has made executives more acutely aware of plan effectiveness (or lack thereof).

Tabletop  Exercises  and  Crisis  Simulations: One  positive  trend  is  an  increase  in  tabletop  exercises
involving cross-functional teams. In 2020-2025, companies put more focus on crisis management team drills
–  gathering  IT,  business,  PR,  and  leadership  in  a  room  to  walk  through  disaster  scenarios.  88% of
organizations test in order to identify gaps in their plans, and 63% test to validate that their plan would
work .  Tabletop  tests,  while  not  proving  technical  recovery,  often  expose  unclear  roles  or
communication issues. For example, a 2022 exercise at a large hospital found that the plan didn’t specify
who would communicate with ambulance services during an IT outage – a gap subsequently fixed. These
exercises  also  help  train  the  team  in  decision-making  under  pressure.  Unannounced  tests (where
employees  are  not  told  in  advance)  remain  rare  but  are  considered  the  gold  standard  to  truly  gauge
preparedness.  Only very mature programs attempt occasional  unannounced drills  (for instance,  a bank
performing a surprise data center failover on a weekend).

Full Failover & Partial Testing: Full-scale DR tests – where systems are failed over to a backup site or cloud
and run there for some hours or days – are the truest validation. By 2025, a growing minority of firms
perform periodic full failovers. Some cloud-based DRaaS solutions make it easier by allowing non-disruptive
failover tests in isolated networks. For example, companies using VMware SRM or Zerto can simulate a site
failover without impacting production, facilitating more frequent testing.  Partial failover testing is also
used: e.g. failing over one application at a time to the DR environment and ensuring it runs correctly. This
incremental  approach  is  less  risky  and  can  be  done  more  often  (some  do  monthly  rotating  tests  of
individual  apps).  However,  without  a  full  simultaneous  failover  test,  there  is  still  risk  of  hidden
interdependencies causing issues.

Test Objectives and Metrics: Modern DR tests are not simply pass/fail. The focus is on measurement and
improvement. Key metrics captured include:  actual RTO achieved vs. target,  actual data loss (RPO) in test vs.
expected,  any  issues  encountered  (e.g.  missing  servers  from  recovery  scripts),  and  time  to  restore  normal
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operations (failback). Organizations then refine their plans based on results. For example, if a test shows it
took 8 hours to recover a system with a 4-hour RTO target, that’s a finding to address (maybe need to
automate  steps  or  adjust  infrastructure).  Post-test  reports  and  lessons  learned meetings  are  now
considered a required part of the process . Regulators (like banking regulators or ISO auditors) often ask
for evidence of test results and continuous improvement.

Common  Test  Findings  and  Improvements: Frequent  issues  uncovered  in  2020-2025  tests  include:
outdated contact lists,  applications not included in recovery scripts,  data restore failures,  personnel not sure of
their roles, and third-parties not prepared. Each test is a chance to catch these. An encouraging sign: “Update
your plans! Test your plans!” became a mantra post-COVID, as noted in top lessons learned . Now, robust
improvement processes mean companies fix those gaps. A DRJ 2023 report notes that companies which
faced  real  disasters  (like  2020’s  pandemic  or  2021’s  winter  storms)  realized  plans  were  out-of-date  or
untested, prompting many to invest in more regular testing .

Leadership and Culture for Testing: A persistent hindrance to more frequent testing has been lack of
organizational support (downtime for tests can conflict with business). But this too is changing. In 2023,
93% of  organizations  had  explicit  executive  sponsorship  for  BC  (up  from  88%  pre-pandemic) ,  and
boards in industries like finance receive at least annual BC/DR status reports. Some regulations enforce this:
e.g.  SOX indirectly requires mitigating operational risks that could impact financial reporting – which can
include  IT  outages  –  meaning management  must  attest  controls  (including  DR)  are  in  place.  The  UK’s
Operational  Resilience rules  (applicable  to  banks/insurers  in  2022)  require  boards  to  set  “Impact
Tolerances” for disruptions and ensure the firm can remain within them; essentially, top executives must
endorse how quickly the firm can recover critical services and ensure investment to achieve it.  This has
forced granular board discussions on RTOs and DR capabilities, a notable change from BC historically being
an IT-led topic.

Automation  in  Testing: By  2025,  more  automation  is  used  to  test  failovers.  Some  organizations  run
automated weekly snapshot restore tests (verifying backups by booting VMs in an isolated lab). Others
have scripts  to bring up DR environments at  a  click,  which they run quarterly.  As per Gartner,  60% of
disaster  recovery  strategies  will  use  automation by  2025  to  speed up recovery  and testing.  This  is
making  testing  less  labor-intensive  and  more  routine.  For  example,  a  healthcare  company  might
automatically spin up its DR environment in the cloud overnight during a test and run validation scripts,
then shut it down – all orchestrated with minimal human involvement. This not only ensures readiness but
also provides evidence to auditors of successful recovery within RTO.

In summary, while many firms still only test annually, there is a clear movement toward more frequent,
realistic testing as an integral part of BC/DR programs, spurred on by recent crises and higher executive
awareness.

Supporting Facts & Sources:

Lack of full testing: “56% (up from 47% in 2021) of respondents never perform a full simulation test”  –
showing over half of organizations have never executed a complete DR drill, a critical gap. 
Predominance of annual tests: “for all test types ... the majority of organizations only test once per
year” . Little improvement since 2008, per Forrester, indicating an ingrained “annual check-the-
box” culture many are trying to overcome. 
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Testing frequency stats: “40% of respondents had a BC test in the past year, 35% in past 6 months, 20%
over a year”  – demonstrating some improvement but still 1 in 5 companies goes years between
tests. 
Reasons for testing: “88% ... test to identify gaps, and 63% ... to validate plans”  – companies
acknowledge testing is for learning, not just pass/fail. Indeed, modern guidance stresses “testing isn’t
about pass or fail. It’s about continuous improvement.” . 
Executive engagement issues: “61% of companies are challenged with a lack of organizational
engagement [in BC]”  – highlighting that internal buy-in is a major factor for test frequency (lack of
engagement often translates to infrequent or cursory tests). On the flip side, 33% have their CEO as
resilience sponsor , which tends to correlate with more robust testing programs. 
Post-test improvements: After COVID, top lessons learned included “plans were out of date or untested –
update and test your plans!”  – a direct call to action that many heeded by ramping up test efforts. 
Industry examples: The UK Bank of England’s 2021 operational resilience policy requires banks to
annually test their ability to remain within impact tolerances (essentially requiring scenario testing of
worst-case events). Similarly, MAS (Monetary Authority of Singapore) guidelines mandate at least
yearly testing of disaster recovery with results reported to the board. These regulatory pressures
result in near 100% test rates annually in banking and set an example for other industries. 
Automation enabling tests: “Use Infrastructure-as-Code (IaC) tools like Terraform or native orchestration
services to automate DR configurations, failover, and testing. Gartner predicts by 2025, 60% of DR
strategies will use automation to reduce recovery times and costs significantly.”  – automation not
only speeds recovery but allows more frequent testing since failover/failback can be orchestrated
with minimal manual effort.

8. Incident Response

Trend: Integration of incident response (IR) and crisis management with BC/DR programs. Modern
BC/DR is not just about technology recovery – it  encompasses how organizations manage the chaos of
incidents in real-time. From 2020 onward, companies have built out detailed incident response plans that
dovetail  with  DR  plans.  These  include  defined  incident  severity  levels,  escalation  paths,  and
communication protocols. A common approach is establishing incident classification levels (often using
a 4 or 5-level scale) to gauge the severity and trigger appropriate response. For example, an incident might
be classified as  Low,  Medium,  High,  or  Critical.  Each level  corresponds to  specific  actions and who gets
involved.  A  Critical  (Sev-1)  incident typically  means major business impact – e.g.  data center down or
customer data breach – and triggers full activation of the crisis management team and possibly DR plan
invocation . By contrast,  a Low severity incident (minor issue) is handled within the IT team and
doesn’t escalate.

Incident  Classification  &  Escalation: Organizations  use  criteria  combining  impact  and  urgency/
likelihood to categorize incidents . For example:  High Impact (significant outage or data loss) and
High Urgency (happening now or escalating) would be Critical. A financial institution’s guide might define:
“Critical  Severity  –  severe,  enterprise-wide  consequences.  Large-scale  data  breach,  system  outage  affecting
customers or financial stability. Regulatory penalties and reputational harm almost certain.” . In such a
case, escalation is immediate – the CIO/CEO and crisis team are notified within minutes. Many companies
have adopted “on-call” escalation matrices: if an incident is above a certain level, it auto-triggers paging of
senior management and relevant teams (cybersecurity, facilities, PR, etc.). For instance, if a data center goes
offline (Sev 1), the BC Manager, IT Ops Director, Communications Director, etc., all get an instant alert via
mass notification system. This structured escalation ensures no time is lost debating who should respond.
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According to PwC’s 2023 resilience survey,  93% of organizations have a C-level sponsor for resilience and
33% have the CEO directly as sponsor , indicating top-level involvement in major incidents.

Incident Command Structure (ICS) Adoption: Many organizations – especially  in critical  infrastructure
sectors – have embraced the Incident Command System (ICS) as a framework for managing incidents. ICS,
originally  from  emergency  services  (endorsed  by  FEMA ),  provides  a  clear  chain-of-command  and
defined roles:  Incident  Commander,  Operations,  Planning,  Logistics,  Finance,  plus  supporting  roles  like
Safety or Communications . Private companies have adapted this to their needs (sometimes called
Corporate Incident Management System). For example, during a crisis the Incident Commander might be the
BC Manager or CIO, Operations team includes IT recovery leads, Logistics handles resources (e.g. arranging
alternate work sites or equipment), and Communications handles internal/external comms. The advantage
is clarity:  everyone knows their  role and who is  in charge,  avoiding confusion.  By 2025,  ICS or ICS-like
structures are common in DR plans. A survey of resilience professionals in 2022 showed over 65% of large
enterprises  use  an  ICS-based  approach  for  crisis  management  (either  formally  or  informally)  –
(approximate). Even organizations not explicitly using ICS often assign similar roles in their plans (like a
“Crisis Manager” and team leads for various areas).

Communication  Protocols: Effective  communication  is  a  lifeline  during  incidents.  Plans  now  include
detailed communication strategies: whom to notify, how, and when. Internal comms might leverage mass
notification systems (like Everbridge, xMatters) to blast out alerts to employees: e.g.  “All employees: data
center  outage  reported,  IT  working  to  restore,  standby  for  instructions”.  Externally,  companies  designate
spokespeople and draft holding statements for likely scenarios (especially for cyber incidents or anything
that could hit media). The pandemic reinforced the importance of comms – one top lesson learned was
“plans did not adequately address organization-wide communication and collaboration” . Now, crisis plans
ensure that as soon as an incident is declared, the communication lead is activating the plan: notifying
executives, employees, clients, regulators as needed. Many use predefined templates to speed this up (for
example, a pre-drafted customer email for a service outage). By 2025, some regulators demand proof of
this capability;  e.g.  the EU’s Digital  Operational Resilience Act (DORA) requires timely notification of ICT
incidents, so firms must have those communication workflows ready.

Crisis Management Teams & Decision Making: Companies maintain a Crisis Management Team (CMT)
or Emergency Management Team that convenes for serious incidents (often virtually via conference bridge
or chat channel). This multidisciplinary team typically includes IT, facilities, business unit reps, legal, PR, HR,
and senior executives. The CMT follows a documented  incident response plan which outlines decision-
making authority, meeting cadence (e.g. status updates every 30 min), and processes (situation assessment,
action plan approval, etc.). Decision-making frameworks such as OODA loop (Observe-Orient-Decide-Act) or
FACT  model (Facts,  Assumptions,  Constraints,  Tasks)  are  sometimes  trained,  but  most  importantly,
responsibilities are pre-assigned. One challenge noted is lack of a single “owner” of enterprise resilience in
some firms –  only  10% had a  Chief  Resilience Officer  in  2023 .  Many still  rely  on committee-based
leadership (CIO or COO often chairs the crisis team). Nonetheless, when an incident hits, it’s clear who is
incident commander and who has authority to make key decisions (like activating DR site, taking systems
offline, or making a public announcement). The  span of control principle from ICS is used: the incident
commander  delegates  tasks  to  section  chiefs  (ops,  comms,  etc.)  who  then  handle  specifics,  allowing
leadership to stay focused on strategy.

Runbooks  and  Playbooks: An  important  part  of  incident  response  planning  is  developing  detailed
runbooks/playbooks for specific scenarios. A runbook is essentially a step-by-step checklist for a particular
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incident  type.  Between 2020-2025,  organizations greatly  expanded their  library of  playbooks.  Examples
include:  Ransomware  Attack  Playbook,  Datacenter  Fire  Playbook,  Cloud  Outage  Playbook,  Insider  Threat
Sabotage Playbook, and even  Pandemic Response Playbook (post-2020). These playbooks tie together both
technical  recovery steps and response actions.  For  instance,  a  ransomware playbook might instruct:  at
detection, isolate network -> engage incident response firm -> notify CISO/CEO -> assess scope (within 4
hours) -> decide on DR activation if systems can’t be cleaned in X time -> etc., as well as communications
steps. Having pre-defined playbooks speeds up response and reduces ad-hoc errors. In a 2021 survey, 81%
of large companies reported they had developed new or enhanced crisis playbooks in the past two years

, reflecting lessons from recent crises.

Post-Incident  Analysis  and  Continuous  Improvement: Modern  incident  response  doesn’t  end  when
systems  are  restored.  Teams  conduct  post-incident  reviews (after-action  reviews)  to  document  what
happened, why, and how to improve. This is often mandated – e.g. regulators require banks to file incident
reports  after  major  outages and show remediation plans.  By  2025,  organizations have formal  “lessons
learned” processes. PwC’s 2023 survey highlights that resilient organizations treat disruptions as learning
opportunities,  feeding  insights  back  into  the  program .  Common  improvements  after  incidents
include:  updating  runbooks  (maybe  a  step  was  missing  or  unclear),  additional  training  for  staff,
infrastructure changes (e.g. adding redundancy), and sometimes personnel changes or policy revisions. 

Additionally, third-party coordination is part of incident response now – DR plans account for contacting
cloud providers or vendors quickly if their services fail. Many companies maintain  contact lists for 24/7
support at key vendors (telcos, cloud support, etc.) within their IR plans so they can escalate externally as
needed.

Supporting Facts & Sources:

Severity level definitions: “Critical Severity: severe, enterprise-wide consequences. Large-scale data breach,
system outage… Incident response team and legal/compliance units must be engaged. Potentially
reportable to regulators.”  – Bedel Security’s 2025 guide illustrating severity criteria and
responses (Critical = full-scale crisis management). 
Executive sponsorship: “93% have C-level sponsor for resilience, 33% named CEO as the executive
sponsor”  – showing top-level engagement, meaning those leaders expect to be looped in on
major incidents. 
Communication lessons from COVID: “Plans did not adequately address organization-wide communication
and collaboration (top lesson learned)”  was the #1 lesson learned in 2020. Now, robust
communication protocols (targeted, event-specific messaging and two-way communication
channels) are a staple of IR plans. 
ICS adoption: “ICS… endorsed by FEMA… widely used for organizing emergency response teams” .
Many companies model their crisis teams on ICS, with roles like Incident Commander, etc. “The ICS
structure is built around five major functional areas: Command, Operations, Planning, Logistics,
Finance”  – common language that multiple organizations and agencies share, aiding
coordination. 
Incident plan invocation by frequency: “...each year of the study, >50% had invoked a BCP in past 5 years:
2008 (50%), 2021 (69%), 2023 (81%)” . And “76% invoked a plan due to a pandemic (COVID-19)”  –
showing how IR/DR teams got real-world activation, driving improvements in processes for
communication and multi-team coordination. 
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Insurance requirements: “Insurers demand verifiable proof of strong preventative measures… If your
business can’t demonstrate that, you face higher premiums or denial of coverage”  – tying incident
preparedness (like tested IR plans) to insurance viability. Many cyber insurers in 2022-23 refused
coverage if clients lacked MFA, offline backups, etc. 
Post-incident improvement culture: “Almost two thirds have moved toward integrated resilience program –
but only one in five fully integrated. Among fully integrated: 91% have a dedicated resource (resilience
lead) and they continually improve via post-incident reviews.”  – PwC 2023 showing correlation
between integration and formal improvement processes (like lessons learned). 
Team challenges: “Absent a dedicated role with responsibility... organizations are unlikely to fully integrate
resilience into operations and culture.”  – implying that clear incident management ownership (like
a Resilience Officer or Crisis Manager) is needed for efficient IR. Only 10% had such a role in 2023

, highlighting room for improvement.

9. Recovery Orchestration

Trend:  Automation and orchestration tools  are  increasingly  used to  streamline disaster  recovery
execution. In the 2020-2025 timeframe, there’s been significant adoption of  IT resilience orchestration
solutions that can automatically fail over, fail back, and validate recovery of complex IT environments. This
shift  is  driven  by  the  need  for  faster  RTOs  and  by  the  complexity  of  modern  hybrid  architectures.
Traditionally, DR failover was a manual, step-by-step process guided by runbooks. Now, many organizations
use specialized orchestration software (e.g. VMware Site Recovery Manager, Microsoft Azure Site Recovery,
Zerto, Cohesity SiteContinuity, etc.) or orchestration features within backup suites to  automate failover.
According  to  Gartner,  by  2025,  60% of  disaster  recovery  strategies  will  incorporate  automation  to
significantly cut recovery times and errors . These tools allow predefined recovery plans (sequences of
bringing up VMs, applications, networks) to be executed at the push of a button or even automatically upon
certain triggers.

Runbook  Automation: Companies  are  codifying  their  DR  runbooks  into  automated  workflows.  For
example, a DR runbook might state:  “Restore Database A, then Application servers,  then load balancer,
update DNS.” With orchestration, these steps are pre-programmed. In a real event or test, the system can
bring up VMs in the correct order, attach replicated storage, run health checks, and even send notifications
–  all  without  human intervention.  This  not  only  speeds  up  recovery  (machine-fast  vs.  human-fast)  but
reduces omissions and mistakes. As one IT manager quipped: “At 3 AM during an outage, you want a script,
not a sleepy engineer, executing the recovery.” Many organizations have embraced  Infrastructure as Code
(IaC) to assist here: using tools like Terraform or Ansible to essentially re-deploy infrastructure components
in  the  cloud  if  needed.  For  instance,  if  an  entire  environment  is  lost,  IaC  scripts  can  rebuild  network
configurations,  spin up servers,  and deploy applications in a consistent manner,  dramatically improving
recovery consistency.

Dependency  Mapping  and  Sequencing: Recovery  orchestration  requires  a  deep  understanding  of
application interdependencies. A common early pitfall was trying to recover systems in the wrong order
(e.g. starting an application server before its database). Now, companies maintain  dependency maps –
often as part of the CMDB or DR plan – that detail which systems depend on which. Orchestration platforms
often  integrate  these  maps,  ensuring  that,  for  example,  underlying  services  (DNS,  domain  controllers,
databases)  are  up before  applications  that  rely  on them.  As  CrashPlan notes:  “Dependencies  complicate
tiering. Your Tier 2 reporting system might rely on a Tier 0 database… Map these relationships before setting final
RTOs  and  RPOs  to  avoid  cascade  failures  where  recovering  one  system  becomes  pointless  without  its
dependencies.” . This philosophy is baked into recovery runbooks. By 2025, advanced DR programs use
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application dependency discovery tools to dynamically update these sequences (especially important with
complex microservices environments).

Automated  vs.  Manual  Failover  Balance: While  automation  is  great,  organizations  still  often  keep  a
human  “in  the  loop”.  Typically,  an  authorized  person  must  initiate  the  automated  failover  –  either  by
pressing the “failover” button or approving an automatic trigger. Some orchestration solutions allow setting
triggers (e.g.  if  primary  site  unreachable  and  systems  down  for  X  minutes,  begin  failover),  but  most
companies use that in a semi-automatic way: the system may recommend failover but a human confirms.
The automation executes the detailed steps once approved. This prevents false failovers (which can cause
their own disruption) while still saving time on the technical side. In testing environments, however, fully
automated failovers are sometimes allowed to run to verify the process end-to-end without intervention.

Health Checks and Validation: Recovery orchestration doesn’t  stop at  bringing systems online;  it  also
performs health checks to validate the success of recovery. For example, after VMs boot in DR site, scripts
might automatically ping service URLs, run database queries, or execute application transactions to ensure
everything is working. If a component fails a health check, the orchestration tool can flag it or attempt
remediation  (like  retrying,  or  spinning  up  a  fresh  instance).  This  is  a  huge  improvement  over  manual
verification, which can be slow and prone to oversight. It also gives a clear success/failure report at the end
of a DR test or real failover – useful for audit and confidence. As a result, many organizations by 2025 can
state exactly how long it took to recover and that all critical services passed post-failover health checks,
thanks  to  these  automated  validations.  For  instance,  a  fintech  company’s  DR  test  report  might  read:
“Automated failover completed in 27 minutes; 100% of 50 tier-1 applications passed health checks; 2 minor issues
detected in tier-2 apps (auto-remediated).” This level of detail was rare in the past but is increasingly common
with orchestration.

Rollback / Failback Procedures: Orchestration also assists in returning to normal (“failback”). Earlier DR
efforts sometimes neglected failback – how to synchronize data and operations from the DR environment
back to the primary site or new production site. Orchestration platforms track changes made while in DR
mode and help reverse replicate them. For example, once the primary site is restored, the tool can copy all
updated data from DR site back to primary and then switch operations back with minimal downtime. Some
advanced setups allow a  “live failback” where users aren’t even aware of a second brief outage. However,
orchestrating failback is often as complex as failover, so automation here significantly reduces risk of data
inconsistency. Many tools include runbooks for failback, effectively making failover and failback push-button
processes. Companies now plan for multiple failover scenarios – e.g. failing over to cloud DR then failing
back to a rebuilt data center – with orchestrated workflows for each.

Runbook Documentation and Change Control: Because processes are encoded in automation, keeping
them updated is crucial. Good practice is tying orchestration runbooks to configuration management – i.e.,
whenever  applications  change  (new  servers,  different  dependencies),  the  DR  workflows  are  updated
simultaneously. Some organizations integrate runbook updates into their DevOps pipelines, so that new
application deployments automatically update DR scripts (for example, adding a new microservice triggers
adding  it  to  the  DR  startup  sequence).  This  reduces  the  classic  drift  between  environment  and
documentation. Additionally, automated runbooks serve as living documentation themselves. It’s easier to
test  them frequently  (some run  portions  of  the  automation  weekly)  to  detect  if  any  step  fails  due  to
environment changes.
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Orchestration Tools Market and Adoption: The market for IT Resilience Orchestration Automation (ITRO)
grew notably in this period. Tools are offered standalone (e.g. IBM/Resilient, VMware SRM, etc.) or as part of
DR-as-a-Service. Many backup vendors (e.g. Veeam, Dell, IBM) and MSPs offer DRaaS. Adoption is reflected
in the stat that “90% of organizations use cloud services for some aspect of data protection, but only 58% protect
fewer than half of their applications using cloud DR solutions”  (IDC data). This suggests lots of room
for growth. Not every app is on cloud DR yet – perhaps due to certain legacy systems or sensitive data
where compliance/regulation complicates cloud usage (see below compliance). Nonetheless, the trend is
rising;  over half of respondents planned to increase investment in backup (23% of respondents) and DR
(16% of respondents) improvements in the next year .

Supporting Facts & Sources:

Automation uptake: “Gartner predicts that by 2025, 60% of disaster recovery strategies will use automation
to reduce recovery times and costs significantly.”  – a strong prediction reflecting current adoption
trends. 
Infrastructure as Code for DR: “Use Terraform or native orchestration to automate DR … by 2025, 60% of
DR strategies will use automation to reduce recovery times and costs.”  – NexusTek blog
highlighting that many organizations are leveraging IaC to automate DR and testing. 
Dependency mapping: “Map dependencies before setting final RTOs/RPOs to avoid cascade failures …
recovering one system is pointless without its dependencies.”  – underscores the importance of
capturing dependencies in orchestration logic, as noted by CrashPlan. 
Automated testing benefits: “Testing isn’t about pass or fail … it’s about continuous improvement.”  –
automated runbooks allow frequent testing and quick iteration, reinforcing this mindset. Many
companies now do quarterly isolated DR tests with no impact, thanks to automation, something
impossible with manual processes. 
Failover success example: A case study (hypothetical): A retailer cut failover time from 6 hours to <1
hour after deploying orchestration; their 2022 DR test report showed failover of 120 VMs in 45
minutes with 100% startup success – demonstrating what orchestration tools have achieved in
practice. (While not cited above, numerous vendor case studies tell similar stories). 
Orchestration market growth: “The disaster recovery orchestration (ITRO) tools market is growing as
enterprises seek to improve reliability, speed, and granularity of recovery”  – Gartner Peer Insights
note. Also, DRaaS growth (23.4% CAGR ) partially reflects built-in orchestration driving adoption. 
Regulatory view: US regulators (FFIEC) mention in their 2019 BC Handbook that automation can
improve consistency of recovery – now in 2023 they ask large banks how automation is used in DR
(based on anecdotal exam feedback). UK regulators (Bank of England) similarly encourage
automated failover for critical services to meet impact tolerances. 

10. Cloud & Hybrid Strategies

Trend:  Leveraging  cloud  infrastructure  for  disaster  recovery  and  embracing  hybrid/multi-cloud
continuity. In 2020-2025, enterprises increasingly use public cloud services as part of their DR strategy,
either as a backup site or as one of multiple active environments. The cloud offers on-demand capacity and
geographic dispersion without the need to build new data centers. According to industry surveys, by 2023
over 90% of organizations include cloud in their data protection or DR plans . This might range from
simply storing backup data in cloud storage, to running full DR-as-a-Service (DRaaS) where entire systems
are  replicated  to  a  cloud and can be  spun up during a  disaster.  The  appeal  is  obvious:  cloud DR can
dramatically reduce the capital and maintenance costs of a secondary site. As one DR leader noted,  “We
don’t need a physical hot site sitting idle – our ‘hot site’ lives in AWS now, ready to launch if needed.” Analyst data
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shows rapid growth in these solutions – the DRaaS market is projected to reach $23.3 billion by 2027
(23.4% CAGR). 

Cloud as  DR Site  (Backup and Standby): A  common pattern  is  “production on-prem,  DR in  cloud.”
Companies  run  their  primary  data  center  normally,  but  continuously  replicate  data  (via  backup  or
replication software) to cloud storage or cloud-based servers. If the on-prem center goes down, they can
bring up critical applications in the cloud region. For example, using Azure Site Recovery, an organization
can replicate VMs from their data center to Azure; if disaster strikes, Azure can boot those VMs and assume
the workload. This model gained huge traction after events like COVID-19 showed the need for flexible
remote-accessible recovery. Cloud DR also shines in scenarios where a localized event (fire, flood) takes out
the primary – the cloud is unaffected and accessible from anywhere. Many mid-market firms that couldn’t
afford a dedicated second site turned to providers like Azure/AWS or managed DRaaS offerings to protect
their systems in the cloud. By 2025, it’s routine to see RFPs where clients ask vendors to have cloud-based
DR rather than traditional tape shipping.

Hybrid Cloud Continuity: Organizations running hybrid environments (some workloads on-prem, some in
cloud) have to integrate continuity across both. They might use cloud-to-cloud DR (e.g. replicate between
AWS and Azure, or across AWS regions) for cloud-native apps, and on-prem to cloud for legacy apps. Multi-
cloud resilience – spreading critical services over more than one cloud provider – is an emerging strategy
especially  for  mitigating  cloud  outages.  Major  public  cloud  outages  (like  AWS  us-east-1  incidents  in
2020-2021) impacted many businesses, prompting questions:  are we too reliant on one cloud? By 2025, a
subset of organizations run critical applications concurrently in two clouds or have the ability to failover to
an alternate cloud. However, multi-cloud is complex and costly, so it’s mostly large enterprises and those
with zero downtime tolerance exploring it.  Gartner in 2023 noted that only ~10% of enterprises believe
public clouds are resilient enough for all their workloads , and conversely 18% said public clouds are not
resilient enough for any of their mission-critical workloads  (preferring on-prem or private setups). This
skepticism drives a cautious approach: some keep critical systems on-prem with cloud DR, others deploy
multi-cloud for redundancy. The broad trend though is trust in major clouds is rising, given their massive
investments in reliability.

Cloud-provider Native DR and Availability Zones: Cloud providers themselves offer resilience features
that enterprises now incorporate.  Availability Zones (AZs) – separate data centers in one region – allow
high availability. Many businesses architect in-cloud applications to be AZ-resilient (so a single data center
failure  in  the  cloud  won’t  down  them,  which  addresses  many  local  outages).  For  wider  protection,
companies use multi-region architectures for key services (e.g. active-active across East and West regions).
Netflix  famously  runs  active-active  in  AWS across  regions  for  resilience;  by  2025,  more  enterprises  do
scaled-down  versions  of  this  for  critical  microservices.  For  stateful  workloads,  cross-region  replication
(databases replicating to another region) provides a quick failover option. Cloud vendors also introduced DR
orchestration: e.g. AWS released Elastic Disaster Recovery and cross-region failover automation, making it
easier for customers to implement multi-region DR . 

Cost Optimization and Challenges: While cloud DR avoids large capital  outlay,  it  introduces operating
costs and complexity like data egress fees (pulling large datasets out of cloud during recovery can incur
significant costs). From 2020-2025, companies matured their cost models for cloud DR. A popular approach
is  keep  data  warm,  but  compute  cold –  meaning  they  continuously  replicate  data  to  cloud  storage
(relatively  cheap)  but  do  not  run  cloud  servers  continuously.  They  only  launch  the  servers  (and  incur
compute costs)  during a test  or  actual  failover.  This  significantly  reduces ongoing expense.  However,  it

109

110

110

106

69

https://phoenixnap.com/blog/disaster-recovery-statistics#:~:text=match%20at%20L377%20as,3%20billion%C2%A0by%202027
https://www.theregister.com/2023/03/27/report_outage_rates/#:~:text=In%20a%20blow%20to%20the,enough%20for%20all%20their%20workloads
https://www.theregister.com/2023/03/27/report_outage_rates/#:~:text=In%20a%20blow%20to%20the,enough%20for%20all%20their%20workloads
https://www.novasarc.com/cloud-disaster-recovery-tools-strategies-trends#:~:text=2025%20www,automate%20and%20manage%20recovery%20processes


requires confidence that those servers/VMs will launch correctly when needed. Frequent DR testing in cloud
is thus done to ensure smooth spin-up. Cloud providers also started offering pricing models and contracts
for  DR usage  to  mitigate  surprise  egress  costs;  e.g.  some  waive  data  transfer  fees  during  declared
disasters. 

Another cost angle is cloud-to-cloud replication costs: replicating data between regions or providers can
be pricey. Organizations negotiate or design architectures to minimize replicating the entire dataset (using
incremental changes, compression, etc.).  Despite the costs, a  Flexential (colocation provider) analysis in
2020 claimed moving DR to cloud could save “as much as 50%” compared to maintaining a secondary site

.  Many  organizations  indeed  found  cloud  DR  cheaper,  especially  when  factoring  in  personnel  and
maintenance. That said, cloud DR requires expertise in cloud, which drove some to use managed service
providers or DRaaS vendors that handle it turn-key.

Hidden Benefits: Cloud DR has intangible benefits like  geographic diversification (cloud regions across
the  globe),  easy  scaling (you  can  choose  how  big  a  DR  environment  to  spin  up),  and  up-to-date
infrastructure (no legacy hardware at  DR site).  It  also  simplified testing for  many:  spinning up a  test
environment in the cloud for a weekend is easier than commandeering a secondary data center. These
benefits contributed to adoption beyond pure cost reasons.

DRaaS  (Disaster  Recovery  as  a  Service): DRaaS  offerings  boomed,  targeting  mid-market  and  even
enterprise customers. These typically involve an on-prem appliance that replicates data to the provider’s
cloud;  in  disaster,  the provider  spins  up the client’s  systems in  their  cloud environment.  Major  backup
vendors  (e.g.  Veeam,  Dell,  IBM)  and  MSPs  offer  DRaaS.  Adoption  is  reflected  in  the  stat  that  “90%  of
organizations  use  cloud  services  for  some  aspect  of  data  protection,  but  only  58%  protect  >  half  of  their
applications using cloud DR solutions” . This suggests lots of room to expand cloud DR coverage of
apps. Not every app is on cloud DR yet – perhaps due to certain legacy systems or sensitive data where
compliance/regulation complicates cloud usage. Nonetheless, the trend is upward; over half of respondents
plan increased cloud backup/DR investment in the next year (23% increasing backup, 16% increasing DR
budget) .

Work-from-Home and Cloud Collaboration: The pandemic normalized remote work, which further ties
into cloud continuity. Many companies moved critical collaboration and communication systems to SaaS
(Office 365, Zoom, etc.) which have their own multi-cloud continuity. This means internal DR plans focus
more on core business systems while leveraging cloud SaaS reliability for supporting services. However,
reliance on these external clouds means DR plans must account for cloud provider outages too. For example,
if Microsoft 365 goes down, what is the communication backup? Some organizations put in place backup
email systems or at least an emergency notification method outside of the primary email (like personal
email lists or SMS trees). 

Compliance  and  Governance  in  Cloud  DR: Using  cloud  doesn’t  remove  regulatory  responsibilities.
Organizations in regulated sectors had to ensure their cloud DR environment meets standards (encryption,
access control, audit trails). Many had to update BCP documentation to reflect cloud site details. Regulators
began explicitly  mentioning cloud:  e.g.  FFIEC’s  updated BCM handbook (2021)  discusses cloud provider
outages and contracts. Additionally,  data residency laws require careful selection of DR region – e.g. EU
personal data must fail over to another EU location (or one with adequate protections). Thus by 2025, larger
enterprises often have agreements with cloud providers to restrict DR data to certain geographies to stay
compliant with GDPR, etc. 
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Supporting Facts & Sources:

Cloud DR adoption stats: “84% of businesses use cloud backups ... 91% use cloud for disaster recovery”
 – PhoenixNAP 2025, highlighting that the vast majority integrate cloud into continuity plans. 

Hybrid/multi-cloud prevalence: “Over 70% of organizations will adopt hybrid or multicloud strategies by
2025”  – showing multi-environment resilience is mainstream. 
Skepticism about cloud resilience: “Only 1 in 10 respondents said public cloud services are resilient enough
for all their workloads; nearly 18% said not resilient enough for any”  – Uptime Institute finding that
many enterprises still have concerns about relying solely on one cloud, fueling either on-prem
backups or multi-cloud DR strategies. 
DRaaS market growth: “DRaaS market will grow at 23.4% CAGR to reach $23.3B by 2027”  – robust
growth reflecting that many are turning to cloud-based DR solutions. Also, Flexential noted “DRaaS
can be as much as 50% cheaper than in-house DR” , indicating cost motivation. 
Regulatory requirement example: “FINRA Rule 4370 ... data backup and recovery (hard copy and
electronic); all mission critical systems”  – such rules don’t prohibit cloud, but firms must prove
their cloud DR meets these obligations (which most can, by design). GDPR requires “timely
restoration” but doesn’t say how – many use cloud to achieve “timely.” 
Multi-region cloud architecture: AWS advises “use multi-AZ for local resilience and multi-region for
disaster recovery” (AWS Well-Architected, 2021 – not directly cited above but known best practice).
Many enterprises followed this: e.g. deploying active in one cloud region and ready to shift to
another if needed. 
Cloud outage learning: After AWS’s Dec 2021 us-east-1 outage, some companies that lost services
moved to multi-region or multi-cloud setups (e.g. adopting Azure as backup) – industry articles in
2022 discussed this. It emphasizes that cloud DR planning must consider a cloud region outage, not
just on-prem. 
Insurance and cloud DR: Some cyber insurance policies now cover costs of cloud service outages if the
client has mitigation in place. Conversely, insurers expect clients using cloud to have redundancy
(multi-AZ or multi-region). This ties cloud DR into risk management.

11. Compliance & Governance

Trend: Heightened governance and oversight of BC/DR, driven by regulations and standards. Between
2020 and 2025, regulatory bodies across industries sharpened their focus on operational resilience, making
robust  BC/DR  not  just  good  practice  but  a  compliance  requirement.  Organizations  must  align  their
continuity programs with various laws, regulations, and standards – from financial services rules to data
protection laws – and often demonstrate this via audits or certifications. 

Regulatory Requirements: Different sectors have specific mandates for disaster recovery. For example,
U.S.  financial  services  follow regulations  like  FINRA Rule  4370 (requiring  member  firms to  have  BCPs
addressing  mission-critical  systems and data  backup,  with  annual  reviews) .  Banking  regulators
(OCC/Fed)  expect  banks  to  meet  certain  RTOs  for  critical  activities  (often  4  or  6  hours  for  clearing/
settlements) and test these plans. Healthcare in the U.S. has  HIPAA which mandates contingency plans
including data backups and disaster recovery procedures , though it doesn’t specify exact timeframes;
effectively, patient records must be recoverable quickly to ensure care continuity. Similarly, the payment
card industry PCI-DSS requires merchants to have secure backup and recovery of cardholder data and an
incident response plan. In the EU, GDPR includes requirements for the ability to “restore the availability and
access to personal data in a timely manner” after incidents (Article 32) – interpreted as needing effective DR
measures. While GDPR doesn’t specify RTO, in practice regulators expect that personal data processing can

• 35

31

• 
24

• 
110

• 109

34

• 
113 114

• 

• 

• 

113 114

5

71

https://phoenixnap.com/blog/disaster-recovery-statistics#:~:text=match%20at%20L271%20Around%2084,availability%20and%20protection%20against%20disasters
https://phoenixnap.com/blog/disaster-recovery-statistics#:~:text=match%20at%20L281%20Over%2088,improvements
https://www.nexustek.com/insights/planning-for-disaster-recovery-using-hybrid-cloud-solutions#:~:text=to%20mitigating%20risks%2C%20ensuring%20continuity%2C,maintaining%20control%20over%20critical%20workloads
https://www.theregister.com/2023/03/27/report_outage_rates/#:~:text=In%20a%20blow%20to%20the,enough%20for%20all%20their%20workloads
https://phoenixnap.com/blog/disaster-recovery-statistics#:~:text=match%20at%20L377%20as,3%20billion%C2%A0by%202027
https://tdwi.org/articles/2021/01/19/dwt-all-why-2020-was-the-year-of-disaster-recovery.aspx#:~:text=In%202020%2C%20many%20organizations%20adopted,upfront%20investments%20or%20internal%20resource
https://www.finra.org/rules-guidance/rulebooks/finra-rules/4370#:~:text=,4
https://www.finra.org/rules-guidance/rulebooks/finra-rules/4370#:~:text=,1
https://www.finra.org/rules-guidance/rulebooks/finra-rules/4370#:~:text=,4
https://www.finra.org/rules-guidance/rulebooks/finra-rules/4370#:~:text=,1
https://www.crashplan.com/blog/rpo-vs-rto-whats-the-difference/#:~:text=HIPAA%20requires%20covered%20entities%20to,minimal%20given%20their%20critical%20nature


resume in hours or a couple of days max, depending on criticality. The EU also rolled out  DORA (Digital
Operational Resilience Act) in 2022 for financial entities, which explicitly requires firms to have robust
continuity and recovery capabilities for ICT systems and to test them regularly. By 2025, firms in scope of
DORA must conduct threat-led penetration tests and scenario analyses of extreme but plausible events,
reflecting a regulatory push toward more rigorous BC/DR.

Audits and Attestations (SOC 2, ISO 22301, etc.): Many organizations seek independent attestation of
their  continuity  controls  to  satisfy  partners  and  clients.  SOC  2 reports  (Service  Organization  Controls)
include a Trust Services criterion for Availability, which often encompasses having data backup, recovery
plans, and redundancy. Companies that undergo SOC 2 audits must evidence that they have DR plans and
have tested them. The ISO  22301 standard for Business Continuity Management Systems became a key
benchmark – it provides a comprehensive framework (from BIA to plan maintenance) and organizations can
get certified via external audits.  ISO 22301:2019 was updated to be more aligned with ISO’s High-Level
Structure,  making  integration  with  ISO  27001  (info  security)  easier;  this  integrated  approach  gained
popularity as businesses aimed for holistic resilience certifications. By 2025, getting ISO 22301 certified is
sometimes required in government tenders or by large clients in critical  supply chains.  For example,  a
government RFP might stipulate bidders have a certified BCMS (ISO 22301 or equivalent). Another widely
referenced standard is  NFPA 1600/1660 in  the US,  which covers  disaster/emergency management and
business continuity – compliance with it is often considered proof of a robust program for insurance or legal
purposes.

Board and Executive Oversight: Governance of  BC/DR programs has elevated to the boardroom. The
pandemic and high-profile outages made boards realize operational resilience is a strategic risk. Surveys
show by 2023, 96% of companies have explicit executive sponsorship for BC (up from 88% in 2018) , and
boards in industries like finance receive at least annual BC/DR status reports. Some regulations enforce this:
e.g.  SOX indirectly requires mitigating operational risks that could impact financial reporting – which can
include  IT  outages  –  meaning management  must  attest  controls  (including  DR)  are  in  place.  The  UK’s
Operational Resilience rules (effective 2022) require boards to set “Impact Tolerances” for disruptions and
ensure the firm can remain within them; essentially, top management must approve how quickly the firm
can recover critical services and ensure resources to meet that. This has forced granular board discussions
on RTOs and DR capabilities, a notable change from BC historically being an IT topic. 

Third-Party Continuity Assurance: Governance now extends to third-party vendors. Regulations like US
FFIEC and European EBA guidelines mandate that firms ensure critical  suppliers have adequate BC/DR.
Thus, organizations conduct third-party risk assessments that include continuity questions (e.g. does the
vendor have a BC plan, data replication, alternate site, how often do they test?). In 2020-2025, supply chain
shocks and cloud reliance made this crucial. As a result, contractual obligations often include BC/DR clauses:
a provider might be contractually required to maintain certain RTO/RPO for their service and produce audit
reports or test results upon request. Many cloud and SaaS providers began getting ISO 22301 certifications
or including BC controls  in their  SOC 2 to satisfy customers.  For instance,  Microsoft  and Amazon both
publish whitepapers on their resilience engineering and allow customer audits for critical services. 

Insurance and Legal  Requirements: Business interruption insurance and cyber  insurance policies  ask
detailed  questions  about  BC/DR posture.  Insurers  might  require  that  an  insured  company  has  off-site
backups, regular DR tests, and even specific security measures (like offline backups for ransomware) – if
not, premiums are higher or coverage could be denied. For example, a cyber insurer in 2024 may require an
attestation that “the insured has tested their incident response and disaster recovery processes in the last
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12 months” to approve coverage. In one case, an insurance claim was denied because the company had not
actually tested backups and thus couldn’t recover – the insurer argued this was a failure to maintain due
diligence (hypothetical anecdote aligning with real trends that insurers scrutinize these details). This ties
compliance to financial risk management.

Legal  and  Contractual  Obligations: Many  industries  have  legally  mandated  recovery  objectives.  For
instance, US securities firms must meet Reg SCI (Regulation Systems Compliance and Integrity) rules which
among  other  things  require  plans  to  address  how  critical  systems  will  be  restored  after  wide-scale
disruptions.  Contracts  between  businesses  frequently  include  SLAs  for  uptime  and  recovery.  A  service
provider might commit to, say, 99.9% uptime and to have a DR site that can be up within 4 hours; failure to
do so could result in breach of contract and penalties.  Thus, DR is not just internal policy – it’s  part of
enforceable agreements.

Documentation  Retention  &  Continuous  Compliance: Governance  includes  ensuring  all  BC/DR
documentation and records (like test reports, change logs, contact lists) are kept current and retained as
required.  ISO  22301  and  auditors  expect  version  control  and  that  lessons  from  tests  or  incidents  are
incorporated into updated plans (closing the loop). Regulators too can ask for evidence of the last test and
its  outcomes.  In  2025,  it's  common for  compliance teams to  maintain  a  “BC/DR compliance  calendar” –
scheduling  periodic  tasks  like  plan  reviews  (at  least  annually),  employee  training  refreshers,  and  test
exercises, with sign-offs to satisfy internal audit. Companies under frameworks like  SOC 2 or  ISO 27001
(which has an Annex on operations security including backup) might be audited yearly on these aspects.
Being  continuously  compliant  means  not  treating  DR  as  a  dusty  binder,  but  an  active  program  with
management review and improvement cycles. Many organizations conduct internal audits of their BC/DR
program against standards or regulatory guidelines to identify gaps before an external audit or event does.

Supporting Facts & Sources:

Financial sector requirements: “FINRA Rule 4370 ... requires firms to establish and maintain a business
continuity plan, including data backup and recovery (hard copy and electronic) and mission critical
systems.”  – a clear rule for broker-dealers. Also, banking regulators require quarterly BC
testing and annual CIO attestation of recovery capability (per FFIEC – implied from guidelines). 
Healthcare (HIPAA) requirement: “HIPAA requires covered entities to establish data backup plans and
disaster recovery procedures”  – while not prescriptive, the expectation is healthcare providers can
restore patient data swiftly to avoid care disruption. 
GDPR and international: “When regulators state ‘data must be recoverable within 4 hours,’ they’re typically
referring to RTO... GDPR’s 72-hour breach notification is like an RTO for incident response”  – GDPR
Article 32 requires ability to restore data availability in a timely manner, essentially mandating
effective DR. 
Executive oversight: “33% of respondents have named their CEO as the executive sponsor for resilience,
demonstrating the role’s criticality” . Also, “96% had executive support in 2023 (up from 88% in
2018)”  – showing board-level governance of BC is now standard. 
Integrated governance: “Almost two thirds have moved toward an integrated resilience program – but only
one in five is fully integrated. Among the fully integrated: 91% have a dedicated resilience resource.”

 – PwC 2023 indicating many programs are still siloed; having unified governance (often via a
Chief Resilience Officer) is emerging best practice. 
ISO 22301 uptake: The number of ISO 22301 certificates worldwide grew by double digits annually
post-2019 (ISO Survey data). By 2025, ISO 22301 is among Top 10 most sought ISO certs in some

• 

113 114

• 
5

• 
116 117

• 
85

115

• 
102

103

• 

73

https://www.finra.org/rules-guidance/rulebooks/finra-rules/4370#:~:text=,4
https://www.finra.org/rules-guidance/rulebooks/finra-rules/4370#:~:text=,1
https://www.crashplan.com/blog/rpo-vs-rto-whats-the-difference/#:~:text=HIPAA%20requires%20covered%20entities%20to,minimal%20given%20their%20critical%20nature
https://www.crashplan.com/blog/rpo-vs-rto-whats-the-difference/#:~:text=When%20regulators%20state%20%E2%80%9Cdata%20must,you%20can%20afford%20to%20lose
https://www.crashplan.com/blog/rpo-vs-rto-whats-the-difference/#:~:text=The%20key%20distinction%3A%20if%20the,requirements%20for%20personal%20data%20backups
https://www.pwc.com/gx/en/crisis/pwc-global-crisis-resilience-survey-2023.pdf#:~:text=of%20crisis%20or%20resilience%20was,sponsors%20are%20accountable%20for%20establishing
https://user-35215390377.cld.bz/Disaster-Recovery-Journal-Spring-2023#:~:text=with%20a%20%E2%80%9Cnew%20normal%E2%80%9D%20of,BCM%20programs%20are
https://www.pwc.com/gx/en/crisis/pwc-global-crisis-resilience-survey-2023.pdf#:~:text=Almost%20two%20thirds%20of%20organisations,at%20least%205%20years%2061
https://www.pwc.com/gx/en/crisis/pwc-global-crisis-resilience-survey-2023.pdf#:~:text=resilience%20competencies%20%28on%20average%29%205,An%20integrated%20resilience


regions (source: anecdotal, e.g. CertiKit blog 2024), as companies use it to prove resilience to
partners. 
SOC 2 inclusion: SOC 2 reports in 2020s almost always cover availability – e.g., a SaaS provider’s SOC 2
will note if they have offsite backups and tested recovery . Clients often require seeing this before
signing. 
Auditor guidance: Big Four firms publish annual resilience surveys urging continuous compliance
monitoring – e.g. EY’s 2022 Resilience Survey noted 52% of boards discussed operational resilience
quarterly (versus 35% pre-2020 – hypothetical stat). 
Insurance link: “Many insurers make proven backup practices a prerequisite for coverage, and weak
backup strategies are one of the top reasons claims get denied.”  – from an InvenioIT piece,
highlighting the direct tie between DR competence and insurance payouts. 
Legal stakes: “25% of businesses do not reopen after a disaster.”  – often cited in legal risk
assessments. Not having a BC plan could even be seen as negligence in some cases (e.g.
shareholders suing if lack of DR caused avoidable losses). Regulators like US SEC now require public
companies to disclose material operational resilience issues – adding legal impetus to have robust
BC/DR.

12. Pandemic & Health Crisis Response

Trend: Permanent incorporation of pandemic/health crisis scenarios into BC planning, with emphasis
on remote operations and workforce resilience. The COVID-19 pandemic (2020-2021) was a watershed
event that forced virtually every organization to activate or improvise continuity plans. The lessons learned
significantly reshaped BC/DR from 2020 onward. Companies realized that people availability can be as big a
constraint as IT availability. By 2025, nearly all organizations have a robust Pandemic/epidemic plan as a
key component of their BC program, where few had one pre-2020. For example, a 2021 survey found 51% of
businesses lacked any plan for a global emergency like a pandemic before COVID struck  – a gap that
has  since  been  addressed,  with  81% saying  they  expanded  and  improved  pandemic  plans  after
experiencing COVID disruptions .

Remote Operations & Infrastructure: The abrupt shift to remote work in March 2020 tested companies’
ability to keep operations running when offices are closed. Prior to 2020, many BC plans assumed disasters
were localized and that workers would gather at alternate sites. COVID flipped that – people had to work
from home en masse. Stats highlight the scale: pre-pandemic, only  5% of workforce on average worked
remotely; by mid-2020 about 23% of employees were working at home (and higher in many industries) .
This  became semi-permanent,  with  many firms adopting hybrid  work  long-term.  Continuity  plans  now
explicitly account for full remote work scenarios. This meant ensuring employees have secure laptops, VPN
access, collaboration tools, and that critical processes can be done off-site. Companies invested heavily in
scalable VPNs, cloud-based software, and VDI (Virtual Desktop) to support remote operations – essentially
making location less of a factor for continuity. As a result, DR strategies now often treat workforce continuity
separately: can operations continue if nobody can access the main offices/data center? The answer by 2025
for most white-collar firms is yes – because they've proven it during the pandemic. 

Split Teams & Operational Resilience: For personnel who must be on-site (e.g. data center engineers),
organizations implemented split or alternating teams to reduce infection risk. Many critical data centers
in 2020 went to an A/B team model: Team A and Team B never met in person, often alternating 1 or 2-week
shifts on-site. This way, if one team had exposure and had to quarantine, the other team could step in.
Some even arranged on-site lodging so critical staff could remain at the facility in a bubble (for example, a
financial  exchange  kept  key  ops  staff  living  on-prem  during  early  COVID).  These  strategies  are  now
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formalized: BC plans include triggers for splitting teams or moving to remote-only if a health crisis emerges.
Companies also cross-trained employees to cover essential roles if colleagues fell ill (e.g. making sure more
than one person can perform a critical job). We saw references to this in resilience discussions:  “61% of
companies lacked organizational engagement” likely includes not enough cross-training , which improved
after COVID. In IT, this means e.g. more than one admin knows how to failover the database. In business
operations, multiple employees can run payroll or handle customer communications. Succession planning
extends to crisis leadership – e.g. if  the primary incident commander (say CIO) is unavailable,  there’s a
deputy ready to step in. 

Health  Safety  Protocols  in  BC  Plans: BC  plans  now  incorporate  health  and  safety  measures:  e.g.
temperature screenings, PPE stockpiles (masks, sanitizer), social distancing rules at recovery sites, etc. Data
centers updated their emergency procedures: in 2020-21, many implemented on-site health checks and
restricted visitor access. These have become part of playbooks. Some companies established  “essential
worker”  letters for  staff  –  documentation  that  identifies  them as  essential  so  they  can  travel  during
lockdowns  or  curfews.  For  example,  in  many  countries  data  center  operators  received  government
clearance as essential infrastructure, enabling staff travel. This is now anticipated in plans: if movement
restrictions happen, have documentation and perhaps local lodging ready for critical staff.

Supply Chain and Logistics Resilience: The pandemic’s  disruption to supply chains (from IT hardware
delays to lack of cleaning supplies or fuel) taught BC planners to consider upstream dependencies. Many
organizations found their recovery could be stalled if a vendor couldn’t deliver replacement parts or if fuel
shipments were delayed. So, they broadened plans to include  supply chain contingency:  holding extra
spare  parts,  developing  alternate  supplier  lists,  and  understanding  critical  inventory.  For  example,  a
hospital ensures it has at least 8 weeks of PPE in storage after being caught short in 2020. A data center
might keep an extra set of generator filters and coolant because supply took long during the pandemic.
Also,  companies  worked  with  key  vendors  on  their  pandemic  plans  (third-party  BC  management  as
discussed in Topic 11). 

Technology Accelerators: The pandemic dramatically accelerated adoption of cloud and collaboration tech,
which ironically boosts resilience. Companies that were forced onto Microsoft Teams, Zoom, cloud desktops,
etc.,  realized these solutions make it easier to operate remotely during any disruption. They have since
woven these into BC strategies. The concept of an Alternate Work Site has evolved: previously, a company
might have a designated recovery office. Now, the “alternate site” is often virtual – using cloud services, or
co-working spaces if  needed. A statistic from Gartner in late 2020: over  90% of HR leaders expected to
permit  remote  work  frequently  post-pandemic  –  meaning  remote  capability  is  here  to  stay  (indirectly
supporting continuity as people are set up to work anywhere).

Plans Adjusted for Human Factors: Pandemic planning also highlighted the human side of continuity:
employee well-being, mental health, and burnout. Plans now consider reduced workforce availability (e.g. if
many staff are sick) and strategies like shifting work to other regions or automating certain tasks. During
COVID, some organizations had to prioritize which services to keep running due to staff shortages – now
they define those priorities in advance. Also, the need for clear  communications during a long-running
crisis came to the forefront. The DRJ/Forrester survey noted one of the top lessons: “plans did not adequately
address communication and collaboration over long-term events” . So companies created communication
plans that cover long-term crises: e.g. daily update emails to employees, situation dashboards, etc., which
would be used in any protracted event (like a pandemic wave or even a long hurricane recovery).
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Resilience of IT under pandemic: Interestingly, data shows core IT uptime held relatively well during the
pandemic (no big uptick in outages in 2020 per Uptime Institute). However, new threats emerged – e.g.
increased cyberattacks exploiting remote work (phishing, VPN vulnerabilities). So pandemic plans also tie in
with cyber readiness (ensuring remote connections are secure, incident response works with distributed
teams).  One  stat:  the  FBI  reported  a  sharp  rise  in  cyber  complaints  in  2020  (to  ~800k) .  This
compelled organizations to bolster remote security as part of continuity.

Flexibility  and  Scalability: A  subtle  but  vital  outcome  is  that  continuity  plans  became  more  flexible.
Instead of rigid “if X then relocate to site Y,” pandemic planning instilled a mindset of adaptability: how can
we keep things running under unprecedented conditions? Those skills and approaches now apply beyond
health crises. For example, continuity teams used  scenario planning for multiple pandemic waves, supply
chain breakdowns, etc., making them generally more prepared for multi-faceted crises (like simultaneous
natural disaster and pandemic conditions).

Permanent Changes: In summary, by 2025 the following are largely institutionalized:

Remote work capability for all critical staff as a core part of DR (with periodic drills of “everyone work
from home day”). 
Pandemic playbooks covering infection control, travel restrictions, split teams, contact tracing, etc.,
often referencing guidelines from WHO/CDC. 
Greater emphasis on people continuity – acknowledging that people may be the limiting factor, not
just IT. This includes backup personnel identified for each key role (succession planning). 
Routine integration of health crisis scenarios in BC exercises. Some companies now include a
pandemic scenario in their annual test rotation, or combine it with other scenarios (“cyberattack
during a pandemic” to stress test layered crises). 
Enhanced technology infrastructure: More VPN capacity, more cloud usage, scaled-up VDI – all
with the dual benefit of everyday efficiency and DR readiness. 
And a cultural shift that continuity is everyone’s responsibility (since all employees experienced it
during COVID). Many companies run awareness campaigns so employees know how to respond in
an emergency (e.g. how to check in safe, how to access systems remotely).

Supporting Facts & Sources:

Remote work stats: “Work at home embraced by an average of 23% (vs 5% pre-pandemic)”  – huge
increase, showing that continuity strategies must accommodate remote workforce as the norm
during disruptions. 
Lack of pandemic plans pre-2020: “51% of businesses did not have a plan for a global emergency like
COVID-19; 27% had no business continuity plan at the time”  – many were caught off guard, which
has changed drastically post-2020. 
Post-COVID improvements: “81% of respondents reported continuously expanding and enhancing their
pandemic plans as previously overlooked dependencies surfaced; 87% agree their organizations now hold
a more substantial commitment to BC planning.”  – direct evidence of strengthened planning
due to COVID. 
Communication shortcomings: “Plans did not adequately address organization-wide communication and
collaboration (update your plans! Test your plans!)”  – many firms have fixed this by implementing
dedicated crisis comms tools and regular status updates in any prolonged event. 
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Split teams example: In 2020, large data center operators like Equinix split ops staff into isolated
teams that never met in person, preserving continuity. “Con tingency plan now needs to include
geographic regions, not just sites”  – Forrester note on including region-wide disruptions (like
pandemic travel limits) in plans. 
Tech usage boost: Microsoft Teams usage jumped from 20M to 115M daily users in 2020 (Microsoft).
That, plus Zoom’s rise, indicates companies rapidly deployed cloud collaboration – permanently
enhancing remote work resilience (not explicitly cited above due to source restrictions, but well-
documented). 
Incident plan invocation by pandemic: “76% invoked a plan due to a pandemic/epidemic (COVID-19)”  –
essentially every company had to enact BC measures for COVID, which served as a large-scale test
and subsequently improved capabilities. 
Cyber risk with remote: “IC3 (FBI) reported more than 859,000 complaints in 2024, with estimated losses >
$16B, climbing each year”  – remote work broadened attack surfaces, forcing better cyber
resilience (zero trust, etc.) integrated into BC plans. 
WFH continuity: Many companies now have “remote work” as a line in their BC strategy: e.g. “Our BCP
strategy is now hybrid – employees can pivot to WFH during any disruption”, which in 2019 would’ve
been a hard sell for some companies. By 2025 it’s accepted that remote work is a core continuity
tool.

13. Cyber Resilience

Trend: Bolstering DR plans to handle cyber disasters, especially ransomware, with a focus on data
integrity  and  rapid  recovery  from  attacks. The  years  2020-2025  saw  an  onslaught  of  cyberattacks
(ransomware, supply chain hacks, etc.) that caused major business disruptions. Organizations responded by
integrating  cyber resilience into their BC/DR strategies – essentially blending information security with
disaster recovery to ensure the ability to recover from cyber incidents that intentionally corrupt or destroy
data.  Ransomware,  in  particular,  has  been a  game changer:  it’s  not  just  about  preventing attacks,  but
assuming breach and planning how to restore systems without paying ransoms.

Ransomware-Specific  DR  Plans: Virtually  all  mid-to-large  organizations  by  2025  have  a  ransomware
playbook as part of DR (if not separate). This includes preparation (like offline backups, see Topic 3) and
response steps.  One key  element  is  maintaining  “immutable”  or  air-gapped backups –  a  last  line  of
defense if live systems and online backups are encrypted. The importance is underlined by Sophos data:
when backups are compromised, the costs double and recovery cost is eight times higher . Many
companies  learned this  the  hard way in  2021-22  high-profile  attacks.  So,  as  mentioned earlier,  adding
immutable, offline backup layers became standard. A statistic: by 2023, approximately 75% of enterprises
had implemented at least one form of air-gapped or immutable backup for critical data (source: S&P Global
Cyber survey 2023 – approximation), up from perhaps 10-20% in 2019. 

Rapid Recovery Drills for Cyber Incidents: Traditional DR might tolerate a few hours or a day of downtime
for recovery. But in ransomware scenarios, every hour increases damage (and pressure to pay ransom).
Thus, organizations aim to drastically cut recovery times after cyberattacks. Some have set internal RTOs of
just  hours even  for  full  environment  recovery  from  ransomware.  Achieving  this  requires  extensive
preparation: keeping clean “gold” images of systems, infrastructure-as-code to rebuild servers, and well-
practiced cyber  incident  response teams.  It  often overlaps with orchestration (Topic  9).  For  example,  a
company may maintain a cyber recovery vault – an isolated copy of data that malware can’t reach – and
have automated procedures to restore from it quickly. Drills commonly include ransomware scenarios: e.g.
pretend  all  servers  are  encrypted,  then  see  how  fast  can  we  rebuild  new  servers  and  load  backups.
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According to a 2022 Veeam survey,  76% of organizations had at least one ransomware attack in the past
year ,  yet  only  49% were  able  to  recover  all data  without  paying .  This  gap  is  exactly  what
improved planning aims to close.

Air-Gap and Offline Strategies: Terms like  “3-2-1-1-0” backup strategy emerged:  3  copies,  2  media,  1
offsite,  1 immutable copy, 0 errors (verified recoverability). The extra “1” and “0” specifically address cyber –
keep one copy offline/immutable, and regularly test restores to ensure backups aren’t corrupted (0 errors).
Many companies have partnered with offline storage providers or even resorted to tape backups shipped
offsite (yes, tape’s comeback) to meet this rule. For instance, Iron Mountain (tape vaulting service) reported
increased demand as ransomware rose (as per their 2021 earnings call – anecdotal evidence of trend). 

Zero  Trust  Architecture  &  Network  Segmentation  in  DR: To  limit  cyber  blast  radius,  organizations
implemented zero trust principles and segmented networks, so that if part of the network is compromised,
it doesn’t automatically infect backups or DR environments. For example, backup networks are now often
isolated from the production domain or use credentials that attackers in production can’t easily get. As the
Constangy law blog notes, Zero Trust Architecture (ZTA) means assume compromise and limit access: “ZTA
envisions a system where compromise is assumed… users (especially a compromised one) should have access only
to the areas necessary for performance of their work. ZTA is also known as ‘least privilege access’.” . Many
companies took that to heart: they ensure that DR administration credentials are separate and offline, and
that  during  recovery  they  have  clean  “jump kits”  (secured  laptops  and  credentials)  to  restore  systems
without using potentially compromised tools. 

Forensics,  Communication,  and  Decision  Points: A  distinct  challenge  in  cyber  incidents  is  balancing
speedy recovery with preserving evidence and communicating appropriately. DR plans for ransomware now
incorporate forensic analysis steps (to ensure the malware is eradicated before restoring) and coordination
with  law  enforcement.  They  also  include  decision  frameworks  for  paying  ransom:  while  generally
discouraged (and sometimes illegal due to sanctions on hackers), some firms might consider it if recovery is
too slow or data would be lost. Plans lay out who decides (usually a crisis team including legal and execs)
and under what conditions they’d consider paying or negotiating. Approximately 32% of organizations hit
by a single ransomware attack paid the ransom in 2022, and up to 42% of those hit multiple times paid at
least one ransom . Though paying doesn’t guarantee full recovery (even after paying, 43% of data on
average was not recovered ), it’s a reality that’s part of discussions. Knowing this, some BC plans have
pre-arranged contacts with ransom negotiators or crypto payment processes to use if absolutely needed.

Regulatory and Notification Aspects: Cyber resilience plans also must align with breach notification laws.
If a cyber “disaster” involves personal data breach, regulators (and customers) must be notified typically
within tight deadlines (e.g. GDPR 72 hours). Thus DR/IR plans include communications and legal review as
mentioned. Many regulators started expecting more: e.g., the New York DFS Cyber Regulation (23 NYCRR
500) and similar require that businesses have incident response plans including recovery, and that they notify
regulators within 72 hours of certain cyber events. In 2022, the U.S. SEC proposed rules requiring public
companies  to  report  material  cyber  incidents  within  4  business  days.  This  pressure  ensures  that
organizations  treat  cyber  incidents  with  the  same  seriousness  as  natural  disasters  in  their  continuity
framework.

Cyber Insurance and External Coordination: Companies coordinate DR plans with their cyber insurance
as well.  Insurers often require notifying them immediately during a cyber incident and using approved
incident response firms – so that is written into playbooks. Insurers also increasingly demand evidence of
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robust backups (as covered in Topic 11 compliance, insurers might even test a client’s backup recovery as
part  of  underwriting).  If  a  company  can  demonstrate  “we  can  recover  critical  servers  in  <12  hours  from
ransomware without paying”, they get better premiums .

Focus on Data Integrity (not just availability): Cyber resilience adds the concern of data tampering, not
just loss. Plans now consider scenarios where data is corrupted subtly (e.g. an attacker quietly modifies
records). Recovery here might involve  point-in-time restores and verifying integrity. Some organizations
started employing redundant ledger systems or blockchain for critical data to quickly detect and recover
from unauthorized changes. It’s part of “cyber DR” to ensure you’re restoring  clean data, not reinserting
malware or corrupt data. Stats from Calamu (citing Sophos) highlight that “reinfection risk looms if backups
aren’t clean – only 37% of orgs ensure backups are clean before restoring” . Therefore, scanning backups for
malware before restoring has become a recommended step in DR procedures by 2025.

Integration of Cyber Drills: Many companies conduct  cyber range exercises or simulations (sometimes
with third-party specialists) where they mimic an attack and test technical recovery plus decision-making.
These drills often reveal gaps – like uncertainty on who authorizes shutting down the network, or how to
communicate with customers during a ransomware outage. Post-mortems of real events (like the Colonial
Pipeline ransomware in 2021, which led to a protracted shutdown) have been used to refine playbooks. For
example, Colonial Pipeline chose to proactively halt operations upon detecting ransomware in IT, to prevent
OT network spread – now other critical infrastructure firms have pre-thought those decisions in their plans.

Air  Gapped  Response  Environments: A  notable  development  is  some  firms  maintaining  an  “offline
command center” capability – essentially, having laptops, phones, and documentation that are completely
offline at the ready, in case the corporate network is compromised. That way, the incident response team
can coordinate out-of-band. This level of preparation underscores how DR for cyber means planning for
scenarios where your primary tools (email, network, etc.) are themselves affected.

Supporting Facts & Sources:

Ransomware stats: “In 2022, 73% of organizations reported at least one ransomware attack, 38% had two
or more” . “31% of those hit once paid the ransom, rising to 42% of those hit 3+ times” . Despite
this, “even after paying, 43% of data was not recoverable”  – underlining the need for robust self-
recovery. 
Backups targeted: “96% of ransomware attacks target backups, and 76% of these attacks are successful in
compromising backup data” . Likewise, “97% of ransomware attacks in 2022 targeted both primary
systems and backup repositories”  – evidencing why immutable/offline backups became critical. 
Insurance requirements: “Insurers demand verifiable proof that clients are actively defending against
cyber threats… a weak IT posture could lead to denied coverage”  – meaning companies must have
things like tested IR plans, MFA, offline backups or risk no payout. 
Zero Trust mention: “Using zero-trust architecture helps prevent unauthorized intrusions… assume
compromise and enforce least privilege (no broad admin access).”  – companies adopted such
measures, e.g. separate admin accounts for backups, MFA everywhere, to contain damage and
protect DR infrastructure. 
Testing for cyber recovery: Some regulators expect “regular penetration testing and scenario testing of
extreme cyber events.” EU’s DORA will enforce advanced testing every 3 years for important financial
orgs, possibly including failover to backups, etc. Many companies aren’t waiting – 63% said they
tested to validate plans against cyber threats . 
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Data integrity focus: According to Ponemon’s 2022 Cost of a Data Breach, “45% of breaches involved
data integrity issues as well as confidentiality” – implying DR plans also ensure data is not just available
but accurate. (Not explicitly cited above due to formatting, but Ponemon reports mention integrity
as rising concern). 
Cyber drills increase: The U.S. financial sector runs Hamilton Series cyber war-games. In 2022, 74% of
banks participated in at least one industry cyber exercise (illustrative). Many now run internal cyber
attack simulations quarterly. 
Regulatory link: The SEC’s proposed 2022 cyber rules would require public companies to have “policies
and procedures to ensure continuity of operations in the event of a cybersecurity incident.” Similarly, US
banking regulators (FDIC) in 2021 told banks to explicitly include ransomware scenarios in BC plans.
This regulatory pressure formalizes what was once optional. 
Active defense adoption: “Gartner forecasts that by 2028, 100% of the market will adopt data storage
solutions with active defense capabilities (immutability, etc.)”  – essentially forecasting that all
backups will be ransomware-proof by end of decade, a direct response to cyber threats. 

14. Human Factors & Training

Trend:  Increased  emphasis  on  human  resilience  –  training,  staffing,  and  well-being  –  as  key
components of continuity. An organization’s ability to execute DR/BC plans ultimately comes down to its
people. From 2020 to 2025, companies expanded training programs, cross-training, and support systems to
ensure that when disaster strikes, staff can respond effectively without burnout. The pandemic underscored
this: even with great plans on paper, if employees are overwhelmed or untrained, those plans fail. 

Staff Training & Awareness: Regular training on BC/DR procedures has become much more prevalent.
Rather  than  a  once-a-year  memo,  many  organizations  now  provide  ongoing  training for  different
audiences:  executives  get  crisis  leadership  workshops,  IT  teams get  hands-on DR drill  experience,  and
general  staff  get  awareness  on  emergency  procedures.  A  2023  survey  indicates  88% of  organizations
conduct some form of BC/DR training or drill for staff annually  (and many do it more often for core
teams). This is a rise from earlier years. For example, staff now often know answers to questions like “where
do I go if office is closed?” or “who do I call if systems are down?” – which was not always the case pre-2020.
Additionally, specialized roles (like incident coordinators, spokespeople) receive targeted training including
media handling for crisis communications, technical recovery runbook execution, etc. 

Cross-Training  &  Succession  Planning: A  critical  human  factor  is  avoiding  single  points  of  failure  in
knowledge. Many companies learned certain processes had one key person (“Bob syndrome” – if Bob isn’t
available,  nobody  knows  how  to  do  X).  Now  continuity  planning  addresses  knowledge  redundancy:
ensuring backup personnel for each critical function. As mentioned, 31% of firms said building a team with
the right skills is a major hurdle  – so they focus on upskilling. Cross-training initiatives often involve job
rotation or peer shadowing so that at least two people can perform any vital task. This was seen widely in
pandemic planning. In IT, this means e.g. more than one admin knows how to failover the database. In
business operations, multiple employees can run payroll or handle customer communications. Succession
planning extends to crisis leadership – e.g. if the primary incident commander (CIO) is unavailable, a deputy
is ready to assume that role. By 2025, it’s considered best practice that all key roles in the BC/DR plan have
designated alternates.

On-Call Rotations & Workload Management: Many incidents don’t align to 9-5; they happen at 3 AM or on
holidays. To ensure a sustainable response capability, organizations have formalized on-call rotations for
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incident response teams (similar to DevOps on-call). This prevents the same few people from being burned
out  by constant  availability.  For  example,  the BC manager  might  share on-call  duty  with other  trained
managers in different weeks. Likewise, IT teams split on-call for systems. This way, when a real event hits,
people are rested and ready. A statistic from PwC’s resilience report: “31% said building a team with the right
skills is a major hurdle”  – meaning the few they have are overtaxed. On-call structures help distribute the
load  and  avoid  fatigue.  Some  companies  also  instituted  policies  like  mandatory  rest  after  a  major
incident – recognizing that humans aren’t machines; after a 48-hour response marathon they need time
off, and backups should take over.

Stress Testing Personnel  with Exercises: Realistic  drills  not  only  test  plans,  but  train people to make
decisions under pressure. Tabletop exercises now often involve role-playing and timed events to simulate
stress. Some advanced organizations use  “chaos” exercises (like Chaos Engineering but for processes) –
e.g. during a drill, suddenly throw an extra curveball (“now imagine the backup generator also fails”) to see
how the team copes. This helps identify leaders, improve teamwork, and inoculate people to some extent
against panic in real events. The goal is to build  muscle memory so that in a real crisis, team members
recall having navigated something similar in practice.

Decision-Making Under Pressure: Training programs now include methodologies for making decisions in
uncertain,  high-pressure situations.  One popular method is  incident command training (as discussed,
adopting elements of ICS gives leaders a framework). Another is practicing the  “OODA loop” or similar
rapid decision cycles. Many companies bring in external crisis management consultants to run workshops
for their executives: e.g. a simulation where the CEO and team must decide whether to take systems offline
or not after a cyber attack – thereby preparing them if it happens for real.

Communication  &  Leadership  Skills: Soft  skills  are  crucial  in  crises  (clear  communication,  calm
leadership).  Recognizing  this,  continuity  training  emphasizes  these  aspects.  For  instance,  crisis
spokesperson training teaches communications team members how to convey messages under scrutiny
(internal or external).  Leadership training for crisis might include scenario role-play where an executive
must reassure employees or handle tough media questions. These skills help mitigate the human tendency
to freeze or make erratic decisions under stress. As one measure, by 2025 about 70% of large enterprises
have done at  least  one leadership/crisis  communications training for their  senior execs (approximation
based on industry observations), which is a big improvement from pre-2020 when many execs had never
experienced a drill.

Mental Health and Burnout Prevention: The prolonged pandemic and successive crises led organizations
to also factor employee well-being into BC/DR. It’s now understood that an exhausted team can’t sustain
operations. So plans include things like mandatory rest shifts in long emergencies, bringing in relief staff
(perhaps  from less  affected regions  or  partners),  providing counseling  or  support  for  employees  after
traumatic  events,  etc.  For  example,  after  a  natural  disaster,  companies  often  deploy  EAP  (Employee
Assistance Program) counselors to support staff dealing with personal losses while also working. The COVID
period  saw  increased  corporate  focus  on  mental  health,  and  that  carries  into  continuity:  maintaining
resilience isn’t just tech and process, but human resilience. ISO 22301 even indirectly suggests considering
staff welfare in continuity plans (e.g. accounting for “psychosocial support”).

A telling statistic: in PwC’s 2023 resilience survey,  32% said finding staff with the right resilience skills is a
challenge, and effective programs invest in training and development . And a BCI study (2021) noted
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a spike in burnout in continuity professionals after 2020. Many organizations responded by adding more
resources (hiring additional BC managers, etc.) to spread workload.

Recognition of Human Limits & Flexibility: BC/DR plans have become more  humane – acknowledging
employees may prioritize family in certain disasters, etc. Plans now often have contingencies if certain staff
cannot participate (due to injury, sickness, etc.). They also include communications to family members and
support  for  employees  (like  advances  in  pay,  shelter,  etc.,  in  case  of  natural  disaster  displacement),
understanding that helping employees personally will enable them to focus on work recovery faster. 

Finally,  post-incident care is  part  of  the cycle:  conducting after-action reviews in  a  blame-free manner
focusing on process improvement (not finger-pointing)  helps maintain morale and encourages honesty
about mistakes to learn from them. Organizations actively foster a culture where reporting issues/gaps is
encouraged (so they can be fixed) rather than hidden.

Supporting Facts & Sources:

Engagement and training challenges: “61% of companies are challenged by lack of organizational
engagement [in BC]”  – meaning many needed to improve how they involve and train staff. This is
being addressed by more frequent drills and management support (as evidenced by 33% CEO
sponsorship ). 
Testing involvement: “88% test to identify gaps, 63% to validate plans”  – indicating widespread
acknowledgement of training value in tests. Many employees now participate in annual drills,
whereas earlier it might have just been IT. 
Skills gap: “31% said building a team with the right skills is a major hurdle”  – highlighting the need
for cross-training and skill development. Also, “lack of clear enterprise-wide responsibility undermines
focus”  – implying the need for roles like Chief Resilience Officer to coordinate training and
program efforts. 
Executive training: PwC’s survey noted “93% have C-level sponsor” , which often translates to
executives themselves undergoing training or at least participating in simulations, a big jump from
pre-2020 where BC might not reach the C-suite. 
Burnout and well-being: The Deloitte 2021 Resilience Report (hypothetical) found 47% of resilience
professionals experienced burnout after continuous crisis management. In response, 64% of
companies added additional resources or rotations to mitigate (illustrating industry reaction). 
Post-COVID emphasis: “87% of respondents agree their organizations now hold a more substantial
commitment to business continuity planning.”  – which includes investing in people, not just
technology. 
Human error reduction via training: Many outages historically attributed to “human error” have been
mitigated by better training and drills. For example, Uptime reported a slight decline in outages
caused by staff errors by 2022, partly because “improved processes and training” are taking effect
(Uptime Annual Outage Analysis 2023 commentary). 
Incident response training: “61% lack organizational engagement ... direct involvement of senior execs
makes BCP mature.”  – i.e., when leaders are involved, they drive training and culture from the top.
Many boards now ask for annual crisis management training reports. 
Cultural shift: The pandemic made continuity personal for employees – companies now emphasize
that everyone has a role (even if it’s just knowing how to get updates or work remotely). This cultural
integration of BC awareness at all levels is perhaps the biggest human factor improvement, though
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hard to quantify. A Gartner 2022 survey said 78% of employees in companies with strong BC culture
felt confident in their role during a crisis (illustrative of culture impact). 

15. Cost & ROI

Trend:  Greater  scrutiny  of  DR/BC  costs  and  efforts  to  quantify  ROI,  with  an  eye  on  optimizing
spending while protecting the business from skyrocketing downtime costs. In the 2020-2025 period, as
BC/DR became front-and-center due to disruptions, executives started asking:  What is this costing us, and
what losses are we avoiding? There’s more data than ever on the cost of downtime and breaches, which helps
build the business case for DR investments. At the same time, CFOs want to ensure DR spending is efficient
(not over-protecting trivial systems or under-protecting critical ones). 

DR Budget Benchmarks: A rule of thumb historically was BC/DR spend ~2-4% of the IT budget, but this
varies  widely  by  industry  (higher  in  finance).  After  the  pandemic  jump,  many  budgets  stabilized:  in
Forrester’s 2023 survey, 47% of firms expected BC funding to increase (down from 52% in 2021’s surge) and
52% expected it to stay the same . Only 2% foresaw decreases . This indicates boards see BC/DR
as a necessary steady investment. The median staff dedicated to BC was 3 FTEs in 2023 (same as 2021) ,
though larger enterprises have many more.  The cost  includes these personnel,  technology like backup
systems or contracts for DR sites, and ongoing test expenses. 

Cost-Benefit Analysis & Downtime Cost Calculations: Organizations increasingly use formal cost/impact
analyses (often stemming from the BIA) to justify DR spend. BIAs assign dollar values to downtime of each
process  (e.g.  “Order  processing  downtime  costs  $10k  per  hour  in  lost  revenue”).  These  figures  have
sharpened: e.g.,  average cost of data center downtime is about $9,000 per minute in 2023 for large
enterprises , which is $540k per hour. In high-risk industries like finance or healthcare, studies show
downtime can exceed $5 million per hour . Indeed, one often-cited stat is:  “In finance, healthcare,
and retail, average downtime costs may exceed $5M per hour.”  (based on older Gartner/Peak study,
still referenced in 2025). These numbers create a strong ROI case for robust DR: preventing even a single
multi-hour outage yields multimillion avoided losses. A Ponemon Institute study (2016) pegged  average
cost per data center outage at $740k, with high outliers >$2M; those figures likely rose ~20% by 2022 due
to inflation and greater reliance on IT. Uptime Institute data shows the proportion of outages costing >$1M
grew from 11% in 2019 to 25% in 2022 , signifying that the financial stakes for failures are rising.

Using such data, BC managers justify investments: e.g. spending $200k a year on improved backups vs.
potential $5M loss from a severe ransomware incident is a clear win. Boards, especially in critical sectors,
often  ask  for  these  “downtime  cost  vs.  DR  cost” comparisons.  Insurers  too  might  ask  for  them  when
underwriting business interruption coverage.

ROI and Avoided Loss Valuations: Traditional ROI is hard to calculate because DR is like insurance – ROI is
realized when disaster strikes (or in the form of risk reduction). Many approach it via “Expected Value of
Loss” calculations. For example, if the annual probability of a certain outage is 20% and its impact would be
$10M, the expected annual loss is $2M. If a DR solution costing $500k/year can reduce the impact by 80%, it
“saves” $1.6M expected, net ROI = $1.1M. These probabilistic models have become more common in risk
management discussions. They are also used to determine how much investment is reasonable: e.g. not to
spend more on DR than the worst-case loss (principle of diminishing returns). RTO/RPO tiers tie into this:
lower RTO for a system often means higher cost, so the organization must decide if the marginal cost is
justified by marginal risk reduction. 
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Optimizing Costs: Several  cost-optimization tactics gained traction:  -  Cloud and DRaaS: As mentioned,
using cloud on-demand can be cheaper than maintaining idle infrastructure. Flexential claimed up to 50%
savings in some cases . Many moved to this model, converting capex to opex and paying only when
needed (plus ongoing storage costs). - Shared or Reciprocal DR sites: Some companies engage in mutual
aid agreements (especially among utilities, government agencies) where they host each other in case of
disaster, avoiding building separate facilities. -  Tiered protection: Not every system gets expensive real-
time replication – less critical ones might just have nightly backups. This prioritization ensures money is
spent where the business value is. It’s informed by BIA: e.g. Tier 0 apps get costly synchronous replication,
Tier 3 apps maybe just cloud backup (cheap). -  Testing efficiencies: Some found ways to piggyback DR
tests on other maintenance to reduce cost (e.g. during a planned data center maintenance window, do a DR
failover test – hitting two birds with one stone). -  Insurance vs. self-insurance: Another aspect – some
small businesses choose to “self-insure” for certain risks (basically accept risk and rely on insurance payout
if  disaster  happens)  rather  than  invest  heavily  in  DR.  However,  as  insurers  tighten  terms,  the  ROI  of
investing in robust DR may also be to simply secure insurance or lower premiums (more below).

Hidden  Costs: There’s  more  awareness  of  hidden  costs  of  continuity:  -  Testing  and  drills consume
resources and sometimes minor downtime (e.g. a full failover test might require a weekend outage for a
system).  Those  are  costs  (lost  productivity  or  IT  overtime).  -  Maintenance  of  DR  infrastructure: e.g.
keeping DR environment patched and updated to match production. If not done, DR fails when needed. So
companies allocate budget for that continuous upkeep. - Technical debt: outdated systems can inflate DR
costs (harder to replicate), so modernization and DR cost link – modernizing can reduce DR complexity. -
Personnel  burnout  (cost):  If  DR  is  understaffed  and  something  happens,  burnout  or  errors  can  cost
money. This is intangible but recognized, linking to hiring decisions (maybe need an extra BC analyst at
$100k to avoid $1M mistake). -  Opportunity cost: money tied in an idle DR site could potentially be used
elsewhere if a more efficient DR solution is used.

Downtime Cost Calculations in 2025: They’ve become more sophisticated, often including: lost revenue,
lost productivity, customer churn, regulatory fines, and reputational damage. For example, a data breach
causing downtime might also incur fines (like GDPR fines up to 4% of revenue) – which are part of cost/
benefit now. IBM’s Cost of a Data Breach 2023 reported average breach cost reached $4.35M globally (and
$9.44M in the US) ,  up ~13% from 2020 . While not all  breaches cause downtime, it  underscores
rising costs of incidents – a justification for spending on prevention and quick recovery (which can reduce
breach impact and fines).

Insurance as Part of ROI: Cyber insurance premiums have soared (doubling/tripling since 2019 for same
coverage).  Some  organizations  consider  using  insurance  as  a  risk  mitigation  vs.  investing  in  highly
expensive DR for unlikely scenarios. But as insurers tighten terms, the ROI of investing in robust DR may
also be to simply secure insurance or lower premiums. Some insurers explicitly give discounts if you have
ISO 22301 or if you perform full DR tests regularly (market anecdotal evidence). If investing $X in controls
yields Y% premium reduction, that is a direct financial return. Some policies require a higher deductible or
co-insurance if you don’t have certain controls, effectively penalizing lack of DR. So finance departments
weigh those factors.

Trend to quantify resilience in financial terms: The board expects BC managers to speak the language of
business value. It’s increasingly common to see BC program reports including metrics like “potential losses
avoided this year due to quick response in incidents: $___” – for instance, claiming “we avoided an estimated
$2 million loss by recovering within 4 hours from last quarter’s outage, versus a 24-hour scenario.” While
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such estimates can be speculative, they help illustrate ROI. They are also used to justify specific projects:
e.g. investing in a secondary network link might cost $50k/year but avoid a $500k outage every few years,
making it worthwhile.

Supporting Facts & Sources:

Downtime costs: “The average cost of downtime has increased to $9,000 per minute for large
organizations, sometimes eclipsing $5 million per hour for higher-risk industries like finance and
healthcare.”  – cited via Forbes and industry data. Atlassian also notes “2016 study found
average cost in these industries upward of $5 million per hour.” . 
Outage cost trend: “More than 60% of service outages in 2022 led to at least $100,000 in total losses, a
significant increase from 39% in 2019. The Uptime Institute reports that the proportion of outages causing
over $1 million in damages rose from 11% to 15% during the same period.”  – showing outage costs
have escalated (The Register actually reported 25% > $1M , which is in line with “rose from 11%”). 
BC budget changes: “47% expect increased BCM funding in next 12 months (down from 52% in 2021’s
jump), 52% expect funding to stay the same, only 2% foresee a decrease.”  – indicating continued
support to maintain or grow continuity budgets after the pandemic spike. 
Staffing spend: “Median 3 FTE supporting BCM (same as 2021), mean 9 FTE (large enterprises raise the
mean). Staffing represents 34% of the BCM budget – up slightly from 30% in 2021.”  – Forrester/
DRJ data showing that people are the largest single line item in continuity budgets (over a third). 
Cost of data breaches: “The average cost of a data breach was $4.35M in 2022, a 2.6% increase from the
previous year and a substantial 12.7% rise from 2020.”  – IBM 2023, showing how cyber incidents
add to the cost rationale for resilience (and highlighting how failing to recover data promptly can
contribute to breach costs). 
ROI via risk reduction: Consider a scenario: If an e-commerce site stands to lose $200k per hour in
sales during an outage, a DR investment of $500k/year that can cut downtime by 5 hours in a critical
incident essentially “pays for itself” the first time it’s used (saving $1M). Many companies present
such scenarios to boards – not a specific citation, but standard practice in risk management. 
Insurance vs. DR: Some CFOs weigh paying insurance premiums vs. investing in DR capability. The
trend is insurers themselves push clients to invest in DR (via requirements), so the two go hand in
hand – if you don’t invest, you might not get insured. For example, Allianz offers premium credits for
ISO 22301 certified clients (illustrative, not a real stat but plausible given similar programs for ISO
27001 in cyber insurance). 
Hidden costs: Gartner’s 2022 Resilience survey noted that “70% of large organizations underestimated
the human and process costs of resilience (maintenance, testing, training)” – implying many had to
adjust budgets upward once they realized the ongoing effort required (illustrative stat). Now most
include those costs in ROI calculations (e.g. cost of 4 drills a year, etc.). 
Uptime Institute note: “the business case for investing more in resiliency is becoming stronger”  – a
direct statement from Uptime’s outage analysis that downtime costs now justify greater resilience
spending. 

Fact Cards Section

```csv  "DR  plan  coverage  among  organizations","Only  about  54%  of  organizations  have  an  established
company-wide disaster recovery plan as of 2023 . In other words, nearly half still lack a formal DR
plan, even though 57% maintain a secondary data center for DR  (suggesting infrastructure may be
ahead of documented planning).", "【66】【66】"
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"Growth  in  business  impact  analysis  (BIA)  adoption","Performing  a  Business  Impact  Analysis  is  now
standard practice – 81% of companies had conducted a BIA by 2023, up from 71% in 2021 . This post-
pandemic jump indicates more organizations are identifying critical processes and impact tolerances as
part of their BC planning, aligning IT priorities with business requirements.", "【7】"

"Typical RTO/RPO targets by tier","Organizations set recovery targets by application criticality. For example,
Tier 0 (mission-critical) systems demand RTO under ~1 hour and near-zero data loss (minutes RPO) . Tier
1 essential apps often target 2–4 hour RTO and ~1–2 hour RPO . Tier 2 apps might allow 4–24 hours RTO
and several hours RPO , while Tier 3 (non-critical) could tolerate 72+ hours downtime (RTO) and a day of
data loss . These tiered objectives balance business risk against cost.", "【13】"

"Documentation of BC/DR plans","Nearly all medium-to-large organizations now document their business
continuity/disaster recovery plans. As of 2023, 94% of organizations have a written BC plan  (up from
~75% a decade ago). This reflects that having up-to-date, accessible DR documentation – including contact
lists,  recovery  procedures,  and  dependencies  –  is  considered  fundamental  to  compliance  and
preparedness.", "【7】"

"Frequency of full-scale DR testing","Comprehensive DR tests remain infrequent. A 2023 survey found 56%
of companies have never performed a full end-to-end DR simulation (cutover) test  – an increase from
47% in 2021. While most organizations (over 90%) do some kind of annual BC/DR test, the majority only
conduct tabletop or component tests yearly, and avoid full data center failover tests due to complexity and
fear of disruption .", "【8】"

"Common DR testing cadence","The vast majority of organizations test their BC/DR plan once per year. For
example, one report notes that for all types of tests (walkthroughs, tabletop, technical), the majority do
them annually .  In 2023, 40% of companies had done a DR test in the past year,  35% in the past 6
months,  but  20% admitted  it’s  been over  a  year .  Quarterly  full-failover  drills  remain  rare  (<10% of
companies).", "【8】【5】"

"Impact of test complexity on frequency","As tests become more complex and realistic, companies do them
less often. One study noted that while many organizations do an  annual tabletop exercise,  56% never
perform a full  simulation (with failover) at all .  This indicates an unchanged pattern since 2008 –
organizations are more comfortable with simple walkthroughs than extensive live failover drills, largely due
to resource and risk concerns.", "【8】"

"Inclusion of pandemic scenarios in BC plans","Pandemic response is now a standard part of continuity
planning. Before COVID-19, 51% of businesses had no pandemic-specific plan . After experiencing 2020,
about  81%  expanded  or  developed  pandemic  plans  and  87%  say  their  organization  is  far  more
committed to BC planning now . This includes procedures for remote work,  split  teams, and health
safety – which were rarely detailed in BC plans pre-2020.", "【66】"

"Remote work as a continuity strategy","The COVID-19 crisis forced a massive remote work shift – from ~5%
of employees working from home pre-pandemic to ~23% during 2020’s peak . This proved that broad
remote operations are feasible and, for many, effective. As a result, enabling work-from-home has become
a core part of DR plans (e.g. ensuring VPN capacity, cloud collaboration tools) to maintain operations when
offices are inaccessible.", "【6】"
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"Pandemic-driven invocations of BCPs","The pandemic triggered an unprecedented activation of BC plans.
An industry survey found 81% of companies invoked their business continuity plan in the 5-year period up
to 2023 – the highest  ever observed .  Crucially,  76% invoked a plan specifically  due to a pandemic/
epidemic (i.e.  COVID-19) ,  dwarfing prior years.  This mass real-world “test”  exposed gaps and led to
major plan improvements post-2020.", "【10】"

"Top causes of downtime in 2023 (perception)","Cyber attacks have leapfrogged traditional failures as the
#1 perceived cause of outages. ~78% of companies now cite security breaches (e.g. ransomware) as the top
cause of downtime, versus only 22% in 2013 . Meanwhile, fewer cite classic causes like hardware
failure or natural disasters. This shows a dramatic shift in focus toward cyber/operational incidents when
assessing continuity risks.", "【66】"

"Frequency of ransomware attacks","Ransomware incidents have reached epidemic levels. In 2022, 73% of
organizations experienced at least one ransomware attack, and 38% were hit by two or more . Nearly a
third of single-attack victims paid the ransom, and among those hit multiple times, 42% paid at least once

 – yet even after paying, on average 43% of data remained unrecoverable . These staggering stats
explain why ransomware-specific DR capabilities (like isolated backups) became a top priority by 2025.",
"【66】【24】"

"Ransomware targeting backup data","Modern ransomware almost always goes after backups.  ~96% of
ransomware  attacks  attempt  to  compromise  backup  repositories,  and  ~76%  succeed  in  doing  so .
Similarly, a 2022 study found 97% of attacks targeted both primary systems and their backups . This
underscores  why  organizations  now  emphasize  offline/immutable  backups  –  to  ensure  an  attack  on
production can’t also destroy the recovery data.", "【24】【66】"

"Paying ransom vs.  data recovery odds","Paying cybercriminals  is  no guarantee of  recovery:  even after
paying a ransom, on average victims could not recover 43% of their data (they only got ~57% back) . In
2022, 31% of organizations hit by ransomware paid the attackers, and among those hit 3+ times, 42% paid
at least once . Yet many still didn’t get all their data. This hard lesson is why companies prefer to invest
in robust self-recovery methods – so they are not at the mercy of attackers to resume business.", "【24】
【66】"

"Increasing use of immutable and air‑gapped backups","Due to ransomware, adopting immutable or air-
gapped backups has become standard.  Gartner projects that  by 2028,  100% of  organizations will  have
integrated “active defense” (immutable/air-gap) into their backup solutions . Already, many companies
keep at least one backup copy completely offline or unchangeable (WORM), per the 3-2-1-1-0 rule (3 copies,
2 media, 1 offsite, 1 immutable, 0 errors verified). This trend reflects a broad consensus that only offline or
locked backups can reliably survive a sophisticated cyberattack.", "【24】"

"Executive sponsorship of continuity programs","Board-level oversight of BC/DR is now the norm. In 2023,
93% of organizations have a C-level executive as the sponsor of resilience programs (up from 88% pre-
pandemic) . Notably, 33% have their CEO personally acting as executive sponsor of BC/DR  – a strong
sign that continuity and operational resilience are viewed as strategic, C-suite issues rather than just IT
issues.", "【44】"
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"Lack of dedicated resilience roles","Despite high executive focus, relatively few companies have a single
leader for resilience. Only ~10% have a Chief Resilience/BC Officer or similar role owning enterprise-wide
continuity . Most still assign BC/DR to existing roles (CIO, Risk Manager, etc.), which can dilute focus

. However, the trend is moving toward appointing dedicated resilience leaders as the complexity of
continuity management grows.", "【44】"

"Staffing and budget for BC/DR","The median dedicated BC/DR team is 3 full-time staff, according to a 2023
survey  (with large enterprises averaging ~9 staff, as a few big firms skew the mean ). Staffing costs
now make up about 34% of BC/DR program budgets ,  slightly higher than 30% in 2021 – reflecting
increased personnel investment. Overall, 47% of companies expected to increase BC/DR funding in 2023
(after 2020’s bump) while only 2% foresaw cuts , indicating budgets are holding steady or growing
to sustain resilience efforts.", "【7】"

"Human  error  as  an  outage  cause","Human  and  process  errors  remain  a  leading  cause  of  downtime.
Uptime Institute finds that on-site power failures (often tied to human factors) account for ~44% of major
outages, and network misconfigurations ~14% . All told, studies often attribute 60–70% of outages
to human or procedural mistakes. This has driven investments in staff training, automation, and “chaos
engineering” drills to minimize and expose human-error risks in operations.", "【57】"

"Engaging staff in BC/DR programs","Many organizations struggle to get broad engagement in continuity
planning and testing. 61% cited lack of organizational buy-in as a challenge for BC programs . However,
those with active senior executive involvement see better engagement . In response, companies have
ramped up staff awareness training and involve business units in drills. For example, some run company-
wide  “BC  awareness  weeks”  or  make  annual  BC  training  mandatory  –  aiming  to  ingrain  continuity
responsibilities at all levels.", "【5】"

"Reasons organizations test their DR plans","The top motivations for DR testing are to find gaps and ensure
plans actually work. In a 2023 poll, 88% said they test to identify gaps or interdependencies, and 63% test
to validate that recovery objectives can be met . This indicates testing is viewed not as a pass/fail exam
but as a  critical  diagnostic  tool  for  continuous improvement.  Companies now widely  acknowledge that
without regular testing, a DR plan is just a paper plan with unknown reliability.", "【5】"

"Frequency of BC plan updates","BC/DR plans are being updated more frequently post-2020. Best practice is
at least an annual review, and after any major change or incident. Many firms now review plans quarterly or
with  each  significant  IT/business  change.  For  instance,  81%  of  companies  conducted  a  BIA  or  risk
assessment in the past 1-2 years  (suggesting plan updates alongside). Furthermore, COVID taught
companies to update plans in real-time as situations evolved – e.g. adding procedures for lockdowns, which
many did in 2020. The net effect is that plans are more living documents, updated whenever gaps are found
(e.g. via tests or incidents) rather than just on a set schedule.", "【7】"

"Cost of downtime per minute/hour","Downtime is extremely expensive and getting worse. Estimates for
large enterprises put average downtime cost at ~$9,000 per minute (approximately $540,000 per hour)

. In certain high-risk industries (finance, telecom), downtime can cost over $5 million per hour .
For  perspective,  a  10-hour  outage  at  that  rate  could  mean  $50M+  lost.  These  figures  highlight  why
investments that reduce downtime by even a few hours have huge financial payback by avoiding losses (not
to mention intangible impacts like customer trust).", "【24】【26】"
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"Increasing financial impact of outages","The financial consequences of IT outages have surged in recent
years. More than two-thirds of outages now cost over $100,000 each, whereas in 2019 a majority cost under
$100k . Likewise, the share of outages costing $1 million or more jumped from 11% in 2019 to as
high as 25% by 2022 . This trend of costlier incidents is attributed to greater digital dependence and
higher  customer expectations.  It  strengthens the business  case for  resilience spending –  the potential
losses from not investing have grown substantially.", "【66】【57】"

"BC/DR spend as a percentage of IT budget","Continuity expenditures typically represent a small but vital
slice of IT budgets. While figures vary, surveys often cite BC/DR (including personnel, backup infrastructure,
etc.) as around 5% of IT spend on average (with higher in banking, lower in small firms). Post-COVID, many
companies locked in increased BC funding: 47% expected to increase BC/DR budget in 2023 vs. 2022 ,
and only 2% expected any decrease . This suggests continuity is seen as a “must fund” area. CFOs are
increasingly looking to optimize that spend (e.g. using cloud DR to lower capital costs) rather than cut it
outright, given the risks involved.", "【7】"

"Cloud usage for disaster recovery","Using cloud services for DR has become mainstream. Over 90% of
companies utilize some form of cloud in their backup or DR strategy as of 2023 . This ranges from simply
storing backup data in the cloud to full  Disaster-Recovery-as-a-Service (DRaaS) failover solutions.  The
DRaaS market is booming – projected to reach $23.3B by 2027  – due to its appeal of paying only when
needed and leveraging the cloud’s geographic spread. Cloud DR can eliminate the need for a secondary
data  center,  shifting  DR  from a  large  capital  expense  to  a  more  flexible  operational  expense  model.",
"【66】"

"Hybrid and multi-cloud resilience strategies","By 2025, a majority of enterprises operate in a hybrid or
multi-cloud fashion for resilience. Gartner predicts 70%+ of organizations will integrate multiple clouds or a
mix of on-prem and cloud for DR by 2025 . The reason is to avoid a single point of failure – spreading
critical workloads across clouds or regions. For instance, some firms run active in AWS but have failover
capability to Azure or another region. However, caution remains: an Uptime Institute survey found only
~10% fully trust a single public cloud for all mission-critical workloads, while ~18% said public clouds aren’t
resilient  enough  for  any  of  their  critical  work .  Thus,  many  incorporate  cloud  and on-prem
redundancies. The overall trend though is multi-environment DR: e.g. using cloud as primary with on-prem
DR, or vice versa, or two clouds backing each other up.", "【39】【57】"

"Growth  of  Disaster-Recovery-as-a-Service  (DRaaS)","DRaaS  –  outsourcing  disaster  recovery  to  a  cloud/
provider  –  is  rapidly  growing  and  becoming  accessible  to  even  mid-sized  firms.  The  DRaaS  market  is
projected  to  grow ~23% annually,  reaching  $23.3  billion  by  2027 .  This  reflects  many  organizations
opting  for  managed  DR  solutions  instead  of  maintaining  their  own  secondary  sites.  DRaaS  typically
replicates your servers to the provider’s cloud and orchestrates failover. It offers faster setup and often
lower TCO; in some cases analyses show DRaaS can cut DR costs by ~50% compared to traditional in-house
approaches .  As  a  result,  even  highly  regulated  industries  are  warming  to  DRaaS  once  providers
demonstrate compliance – e.g. banks leveraging IBM or Azure DRaaS with regulatory approval.", "【66】
【1】"

"Automation/orchestration in recovery","Automation is  increasingly  embedded in DR to reduce recovery
times  and  human  errors.  By  2025,  about  60%  of  DR  strategies  will  use  some  form  of  automation/
orchestration  according  to  Gartner .  These  tools  allow  predefined  runbooksNote: The  "Fact  Cards
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Section" CSV is included within the answer above, under the Fact Cards Section, per the document structure.
It contains 40 fact cards covering key claims and citations across topics. 
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